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Abstract

Coronavirus disease 2019 (COVID-19) is a contagious disease caused by the
severe acute respiratory syndrome-coronavirus 2 (SARS-CoV-2). Humans have
been infected with the virus, resulting in the continuing Coronavirus pandemic.
According to recent research, similarly to SARS-CoV, SARS-CoV-2 utilizes the
Spike glycoprotein on the envelope to recognize and bind the human receptor
ACE?2. This causes the viral and host cell membranes to fuse, allowing the virus to
enter the host cell. Despite multiple ongoing clinical investigations, no medicines
that specifically target SARS-CoV-2 have been authorized. Repurposing FDA-
approved medications could drastically cut the time and expense of developing a
vaccine until one becomes accessible. In the present work, FDA approved drugs
and their structural analogues in clinical trials are tested for their inhibition towards
the COVID 19 protein (6LXT) using in silico drug repurposing strategy. Our data
showed that Bictegravir, Atovaquone, Dolutegravir, Piperaquine and Emetine bind
the receptor-binding domain of the Spike protein with high affinity and prevent
ACE2 interaction.

Keywords: COVID-19, SARS-CoV-2, Drug Repurposing, Drug Development,
Molecular Docking.

1. Introduction

COVID-19 is contagious and SARS-CoV-2 virus belongs to Betacoronaviruses genus
and has shown to be related to SARS and MERS SARS-CoV-2 is a single-stranded,
positive-sense RNA virus with a genetic sequence that is 79.5 percent identical to
SARSCoV [1]. Coronaviruses are a large group of viruses that can infect both animals
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and humans. The common signs and symptoms of coronavirus comprise cough,
difficulty in breathing, pyrexia, highly fatal pneumonia, and more critical forms were
kidney infections, confusion, diarrhea, rhinorrhea, vomiting, and nausea. Senior citizens
were more likely to be affected by this disease [2].

To combat viral risks, one option is to find effective medications based on therapeutic
protein targets. There are mainly five therapeutic protein targets, which are spike protein
(S protein), angiotensin converting enzyme 2 (ACE2), main protease (Mpro), papain-
like protease (PLpro), and RNA dependent RNA polymerase (RdRp). SARSCoV-2 S
protein interacts with the host cell receptor ACE2 to mediate SARS-CoV-2 entry into
host cells [3]. The protein S is produced as a precursor that contains almost 1,300
residues; then cleaved to two subunits; 1- a carboxyl (C)-terminal (S2 subunit) region
and an amino (N)-terminal (S1 subunit) region. A trimer spike is synthesized and
exposed on the viral envelope by assembling three S1/S2 heterodimers. The S1 subunit
contains a receptor-binding domain which mediates the viral entry into the host cells
through binding to the host receptor. Also, the S2 subunit contains two heptad repeat
areas that participate in the fusion process [4].

Angiotensin-converting enzyme 2 (ACE2) is one of the important receptors that can
bind to SARS-CoV; while, dipeptidyl peptidase-4 binds to MERS-CoV. ACE2 is an
enzyme with 805 residues that is expressed on the surface of the cell membrane of
several tissues (lungs, arteries, heart, kidney, and intestine) and interacts with the spike
glycoprotein in some coronaviruses, including HCoV-NL63, SARS-CoV, and SARS-
CoV-2 [5,6]. The binding affinity of ACE2-spike is crucial for SARS-CoV-2 infection
efficiency and completely dependent to the structure and interaction pattern of spike
glycoprotein form SARS-CoV-2. Since the binding domain from each structure is
available, so it is possible to measure the affinity of the whole complex [7]. 6LXT
is a 6 chain structure attaches the virion to the cell membrane by interacting with host
receptor, initiating the infection. Binding to human ACE2 receptor and internalization
of the virus into the endosomes of the host cell induces conformational changes in the
Spike glycoprotein.

New viral components are produced and released following viral RNA replication
and translation.  Several medications have been reported so far, but none of
them are effective against COVID-19. Azithromycin, Bevacizumab, Chloroquine,
Hydroxychloroquine, and Lopinavir are some of the most commonly prescribed
antibiotics [8,9,10.11,12]. These are in clinical studies, however with the rising public
interest in widely available medications, conducting solid clinical trials is allegedly
more challenging [13]. A combination of drugs could be more effective; for example, a
combination of antitussive noscapine and hydroxychloroquine showed a strong binding
affinity to SARSCoV- 2 Mpro [14].

Molecular docking is becoming a more important method in drug development [15].
This is a straightforward and sensible strategy to drug development that benefits from
low-cost and efficient screening. The molecular docking technique was utilized to
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simulate the interaction between FDA approved antibiotics, antiviral, antifungal and
antiparasitic drugs (ligands) and a protein at the atomic level, allowing the analysis of
the behavior of small molecules with regard to the target protein. As a result, in silico
absorption, distribution, metabolism, excretion and toxicity (ADMET) studies were
reported to be important in the early stages of drug discovery and development [16].
The earliest ADMET filters involve simple rules of thumb derived from the distribution
analysis of physicochemical properties of drugs having or lacking the desired behavior
[17]. The “Lipinski’s rule of five” is a mnemonic tool used for the rapid assessment
of compounds during the drug discovery and optimization process [18]. The analysis
of ADMET profiles of the listed ligands is crucial for their clinical as well as the
commercial success as potential SARS-CoV-2 drugs [19]. This study, therefore, focuses
on an in-silico approach toward assessing and repurposing the effect of FDA approved
antimalarial, antiviral, antifungal and antiparasitic drugs in association with the SARS-
CoV-2 protein bound to angiotensin converting enzyme 2 (ACE2) (6MO0J) to identify
potent drug for the treatment of the COVID-19 infection.

2. Material and Methods

2.1. Ligand and Protein Structure

The electron microscopy structure of the SARS-CoV-2 Spike protein (Protein Data
Bank [PDB] ID: 6L.XT) are obtained from the Research Collaboratory for Structural
Bioinformatics (RCSB) Protein Data Bank. BIOVA Discovery Studio software was
used to remove water and tiny compounds from crystal structures. Following that,
the Kollman and Gasteiger method was used to connect the polar hydrogen atoms and
process the atomic charges. Finally, the pdbqt format was used to save the 3D structure
of proteins.

2.2. Molecular Docking

The multiple docking of the ligands and proteins were done with Autodock Vina
integrated in the PyRx software. PyRx is a Virtual Screening software for computer-
based drug discovery that can be used to screen libraries of compounds against potential
drug targets. Not all docking softwares can be used for multiple docking as PyRx
(https://pyrx.sourceforge.io/). Likewise, the integrated autodock vina is much faster
and efficient in optimization and multithreading. It calculates the grid charges internally
and set up the docking space. After the preparation of both the ligands and the targets,
the docking was run with Vina Wizard. The residues on active site of the target protein
were selected to set grid box and vina was run to complete the process of docking.

2.3. Prediction of Lipinski’s Rule of Five Properties

Lipinski’s rule of five is a rule of thumb that helps with distinguishing between
drug-like and non-drug molecules.  This was analyzed using scfbio-iitd tool
(http://www.scfbioiitd.res.in/software/drugdesign/lipinski.jsp#anchortag).
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2.4. ADMET Properties

The purpose of calculating ADMET profiles is to supply, with reasonable accuracy, a
preliminary prediction of the in vivo behavior of a compound to assess its potential to
become a drug. The molecules used in this study will be submitted to the calculation
of their absorption, distribution, metabolism, excretion and toxicological properties
(ADMET). Also, the physicochemical properties such as molecular hydrogen bond
acceptor (HBA), hydrogen bond donor (HBD), molecular weight (MW), topological
polar surface area (TPSA), rotatable bond count (RB) and octanol/water partition
coeflicient (LogP) were calculated using Swiss ADMET web tool.

3. Result and Discussion

Understanding the virus-receptor recognition mechanism that causes COVID-19
infection, pathogenesis, and host range may help researchers create antiviral treatment
to battle and cure the worldwide pandemic. Therefore, repurposing drugs available for
other diseases would be beneficial as these can be directly tested as anti-SARS-CoV-
2 drugs and can be processed for COVID-19 trials. Molecular docking studies were
performed to gain insights into the binding mode and crucial molecular interactions
of the selected ligands with spike protein. For docking analysis, ten poses per ligand
were collected, and possible receptor ligand interactions were assessed using the XP-
visualizer. To find the best pose, the interactions, Glide Scores (GScore), and Docking
scores of the resulting receptor—ligand complexes were thoroughly analysed. GScore is
a scoring function that assesses ligand binding free energy (20). More negative numbers
indicate that the drug—protein interaction is more favourable. As a result, compounds
with a -6 or lower score were thought to be better candidates for inhibiting SARS-CoV-2
(21).

We have chosen thirty-four popular antifungal, anti-malarial, anti-protozoan,
antiviral compounds as a ligand to the COVID-19 spike glycoprotein (6LXT). Out of
the tested 34 antifungal, anti-malarial, anti-protozoan, antiviral compounds, docking
studies revealed that antiviral compounds have the highest interaction followed by anti-
malarial, anti-protozoan, antifungal compounds as shown in Table 1-4.

Among the antiviral drug, Bictegravir (—8.7) and Dolutegravir (8.0), shows the
highest binding affinity and Adefovirdipivoxil (—4.5) showed the lowest binding affinity
of SARS-CoV-2-ACE2 complex (6LXT). Antimalarial drug such as Piperaquine
(—8.0) and Mefloquine (—7.5), shows the highest binding affinity and Chloroquine
(—5.2) showed the lowest binding affinity. Docking interaction of antiprotozoal
compound such Atovaquone (—8.2) and Emetine (—8.0), shows the highest binding
affinity and Eflornithine (—4.5) showed the lowest binding affinity. The antifungal
compound with the highest binding energy against ketoconazole and Itraconazole
(=7.1), while the lowest binding energy against Voriconazole (—4.0). The results
obtained from the antifungal compound showed the least interaction as compared to
other compounds. Abd El-Mordy et al. found that phenolic substances such as rutin,
myricitrin, mearnsitrin, and quercetin 3-Ob-D-glucoside interact strongly with SARS-
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CoV-2 protease, with binding energies of —8.2, —7.1, —7.5 and —7.6, respectively [22].
The results observed from docking the selected ligands to the viral protein expressed
good docking scores to bind the active site pocket suggesting those drugs as potent
inhibitors to the main spike protein of the virus active site as shown in Fig. 1-4.

The Drug Likeness of the medications is determined by the prediction of the
Absorption, Distribution, Metabolism, Excretion, and Toxicity (ADMET) properties,
which revealed the pharmacokinetics of the chosen compounds. According to Lipinski’s
rule of five, it is determined by a complex balance of various molecular properties
and structural features such as lipophilicity, electronic distribution, hydrogen bonding
characteristics, molecule size and flexibility, and presence of various pharmacophoric
features which in turn influence the behavior of a molecule in a living organism. A
good drug candidate should not violate more than one of the rules [23]. All the
values obtained from the ADMET analysis for our studied compounds are presented
in Table 5-8. The results of this study showed that 82% compounds have below ;500
molecular weight. Water solubility has been deemed vital in research to approximate
the absorption of drugs in the body. [24, 25].

Hydrogen bonding analysis is employed to know more insights into the molecular
recognition, molecular interactions, and selectivity of the substances being examined
within the receptors. The number of hydrogen bond acceptors are donors in this study
exhibited good interaction. The PSA is determined using a fragmental method known
as topological polar surface area (TPSA), which considers sulphur and phosphorus
as polar atoms 25. More than 94% of the drugs showed docking score against
SARS-coronavirus, which shadowed physicochemical descriptors of ADME properties.
Furthermore, the blood/ brain partition coefficient (log BB) of the top compounds
suggested a lower possibility for bridging the blood—brain barrier (BBB). Furthermore,
all of the molecules examined have a high GI absorption rate and optimal solubility. All
the drugs are non-substrates and non-inhibitors of CYP2C9 and CYP2D6 respectively.
All compounds in our study complied with Lipinski’s rules of five. More than 85% of
examined compounds satisfied Lipinski’s rules of five. With regard to Tables 2 and 3,
bioavailability and ADMET (Rule of Five, Veber, Ghose, Muegge & Egan) are in the
reasonable ranges for the selected drugs in solubility and lipophilicity. Our results show
that all of the selected molecules displayed good ADMET properties.

This investigation identified over 100 compounds that require additional research to
determine their efficacy against SARS CoV-2 because their binding energies were lower
than those of several of the medications now used to treat Covid-19. Highly rated among
these ligands are Bictegravir, Atovaquone, Dolutegravir, Piperaquine and Emetine. As
a result, the medications projected to be superior than the reference treatments, which
are currently used to treat COVID 19, must be validated. As a consequence, more study
on the top five drugs, Bictegravir, Atovaquone, Dolutegravir, Piperaquine and Emetine,
is expected, and this should be done as soon as possible through in vitro, in vivo, and
clinical investigations.
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4. Conclusion

COVID 19 is a rapidly spreading infectious respiratory disease that has emerged as a
serious threat to global health. Considering the time required to develop a new FDA
approved drug, drug repurposing seems the most appealing, safe and straightforward
approach. Using a virtual screening strategy and computational chemistry tools, FDA
approved medicines and their structural analogues in clinical trials were examined for
inhibitory effects towards the COVID 19 protein (6LXT). This study has predicted five
drugs Bictegravir, Atovaquone, Dolutegravir, Piperaquine and Emetine which displayed
better binding energy and pharmacokinetic properties than the other drugs which are
currently investigated for the treatment of COVID-19. Therefore, it is concluded that
these five top scoring compounds may act as lead compounds for further experimental
validation, clinical trials and for the development of more potent antiviral agents and
ascertain their effectiveness against the SARS-CoV-2.
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Table 1: Molecular Docking Analysis of Studied Compounds and some Antifungal
Drugs against the Spike Protein (PDB: 6L.XT) of SARS-CoV-2

Ligand Binding Affinity | rmsd/ub | rmsd/lb
Fluconazole —5.8 0 0
Itraconazole 7.1 0 0

Sporanox —6.1 0 0
Voriconazole -4 0 0
Flucytosine -59 0 0
Ketoconazole —-7.1 0 0
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Table 2: Molecular Docking Analysis of Studied Compounds and some
Antimalarial Drugs against the Spike Protein (PDB: 6L.XT) of SARS-CoV-2

Table 3:

Table 4: Molecular Docking Analysis of Studied Compounds and some Antiviral

Ligand Binding Affinity | rmsd/ub | rmsd/lb
Amodiaquine —6.8 0 0
Mefloquine -7.5 0 0
Quinine -7.1 0 0
Primaquine —5.7 0 0
Halofantrine —-6.9 0 0
Lumefantrine —6.9 0 0
Chloroquine 5.2 0 0
Piperaquine -8 0 0
Sulfadoxine —6.5 0 0

Molecular Docking Analysis of Studied Compounds and some
Antiprotozoal Drugs against the Spike Protein (PDB: 6LXT) of SARS-CoV-2

Ligand Binding Affinity | rmsd/ub | rmsd/lb
Metronidazole —4.9 0 0
Atovaquone —8.2 0 0
Benznidazole —6.5 0 0
Dehydroemetine -79 0 0
Eflornithine —43 0 0
Emetine -8 0 0
Fenbendazole —6.9 0 0
Iodoquinol 5.7 0 0
Nitazoxanide —6.7 0 0
Nifurtimox —6.6 0 0

Drugs against the Spike Protein (PDB: 6L.XT) of SARS-CoV-2

Ligand Binding Affinity | rmsd/ub | rmsd/lb
Rupintrivir —7.2 0 0
Sofosbuvir —7.4 0 0

Adefovirdipivoxil —4.5 0 0
Famciclovir —-5.6 0 0
Tecovirimat —7.8 0 0
Dolutegravir -8 0 0

Entecavir —6.4 0 0
Bictegravir —8.7 0 0




Table 5: Absorption, Distribution, Metabolism, Excretion and Toxicity (ADMET) Analyses of the selected Antifungal
Drugs against the Spike Protein (PDB: 6L.XT) of SARS-CoV-2

Molecule Itraconazole Sporanox Voriconazole | Flucytosine Clotrimazole Ketoconazole
Formula C13HI12F2N60 | C35H38CI2N804 | C35H38CI2N804 | C4H4FN30 C22H17CIN2 | C26H28CI2N404
MW 306.27 705.63 705.63 129.09 344.84 531.43
#Heavy atoms 22 49 49 9 25 36
#Aromatic heavy atoms 16 28 28 6 23 17
Fraction Csp3 0.23 0.37 0.37 0 0.05 0.38
#Rotatable bonds 5 11 11 0 4 8
#H-bond acceptors 7 7 7 3 1 5
#H-bond donors 1 0 0 2 0 0
MR 70.71 194.53 194.53 29.22 101.84 144.44
TPSA 81.65 104.7 104.7 71.77 17.82 69.06
iLOGP 0.41 5.26 5.26 0.39 3.07 3.96
XLOGP3 0.35 5.66 5.66 —0.87 5.41 4.34
WLOGP 1.47 4.71 4.71 —0.08 5.38 3.34
MLOGP 1.47 4.21 4.21 —0.37 4.38 2.47
Silicos-IT Log P 0.71 3.7 3.7 0.92 4.98 3.69
Consensus Log P 0.88 4.71 4.71 0 4.64 3.56
ESOL Log S —-2.17 —7.48 —7.48 —-0.59 —5.8 —5.69
ESOL Solubility (mg/ml) 2.08E+00 2.35E-05 2.35E-05 3.35E+01 5.43E-04 1.08E-03
ESOL Solubility (mol/1) 6.80E-03 3.33E-08 3.33E-08 2.60E-01 1.57E-06 2.04E-06
ESOL Class Soluble Poorly soluble Poorly soluble | Very soluble | Moderately soluble | Moderately soluble
Ali Log S —1.63 —7.62 —7.62 —0.16 —5.54 —5.51
Ali Solubility (mg/ml) 7.20E+00 1.68E-05 1.68E-05 9.02E+01 9.96E-04 1.66E-03
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Ali Solubility (mol/1) 2.35E-02 2.38E-08 2.38E-08 6.99E-01 2.89E-06 3.13E-06
Ali Class Very soluble Poorly soluble Poorly soluble | Very soluble | Moderately soluble | Moderately soluble
Silicos-IT LogSw —3.54 —9.24 —9.24 —1.44 —8.59 —-72
Silicos-IT Solubility (mg/ml) 8.83E-02 4.10E-07 4.10E-07 4.67E+00 8.88E-07 3.37E-05
Silicos-IT Solubility (mol/1) 2.88E-04 5.81E-10 5.81E-10 3.61E-02 2.58E-09 6.34E-08
Silicos-IT class Soluble Poorly soluble Poorly soluble Soluble Poorly soluble Poorly soluble
GI absorption High High High High High High
BBB permeant No No No No Yes Yes
Pgp substrate No Yes Yes No Yes No
CYP1A2 inhibitor No Yes Yes No Yes No
CYP2C19 inhibitor Yes Yes Yes No Yes Yes
CYP2C9 inhibitor No Yes Yes No Yes Yes
CYP2D6 inhibitor No Yes Yes No Yes Yes
CYP3A4 inhibitor No Yes Yes No Yes Yes
log Kp (cmy/s) —7.92 —6.59 —6.59 —7.71 —4.56 —6.46
Lipinski #violations 0 3 3 0 1 1
Ghose #violations 0 3 3 3 0 2
Veber #violations 0 1 1 0 0 0
Egan #violations 0 0 0 0 0 0
Muegge #violations 0 2 2 2 1 0
Bioavailability Score 0.55 0.17 0.17 0.55 0.55 0.55
PAINS #alerts 0 2 2 0 1
Brenk #alerts 0 0
Leadlikeness #violations 1 1

Synthetic Accessibility 291 5.77 5.77 1.64 2.7 4.45
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Table 6: Absorption, Distribution, Metabolism, Excretion and Toxicity (ADMET) Analyses of the selected Antimalarial

Drugs against the Spike Protein (PDB: 6L.XT) of SARS-CoV-2

Molecul Amodiaq Mefloq Quini Primagq Halofantrine Lumefantrine Chloroquine Piperaquine Sulfadoxine Atovaquone
Formula C20H22CIN30 C17H16F6N20 C20H24N202 C15H21IN30 C26H30CI2F3NO C30H32CI3NO C18H26CIN3 C29H32CI2N6 CI12H14N404S CI12H14N404S
MW 355.86 378.31 324.42 259.35 500.42 528.94 319.87 535.51 310.33 310.33
#Heavy
25 26 24 19 33 35 22 37 21 21
atoms
#Aromatic
16 10 10 10 14 18 10 20 12 12
heavy atoms
Fraction
0.25 0.47 0.45 0.4 0.46 0.33 0.5 0.38 0.17 0.17
Csp3
#Rotatable
6 4 4 6 11 10 8 6 5 5
bonds
#H-bond
3 9 4 3 5 2 2 4 6 6
acceptors
#H-bond
2 2 1 2 1 1 1 0 2 2
donors
MR 105.41 86.51 99.73 79.48 133.57 152.61 97.41 168.72 76.53 76.53
TPSA 48.39 45.15 45.59 60.17 23.47 23.47 28.16 38.74 124.81 124.81
iLOGP 3.65 2.78 3.36 2.77 4.96 593 3.95 4.84 1.86 1.86
XLOGP3 5.18 3.62 2.88 2.23 8.61 8.72 4.63 5.64 0.7 0.7
WLOGP 5.03 6.05 247 2.59 9.47 8.72 4.62 3.9 1.77 1.77
MLOGP 3.1 3.43 2.23 1.39 6.48 6.6 32 3.58 —0.67 —0.67
Silicos-IT
4.12 4.8 3.11 2.55 8.78 9.56 4.32 4.8 —0.2 —0.2
Log P
Consensus
4.22 4.13 2.81 2.31 7.66 791 4.15 4.55 0.69 0.69
Log P
ESOL Log S —5.39 —4.49 —3.71 —2.85 —7.95 —8.33 —4.55 —6.72 —23 —2.3

VA 1sunsy u12104dodL10 ay1ds 7-A0D-SYVS Jo sis{puyy 00119



ESOL
Solubility 1.46E-03 1.23E-02 6.32E-02 3.69E-01 5.55E-06 2.45E-06 9.05E-03 1.03E-04 1.56E+00 1.56E+00
(mg/ml)
ESOL
Solubility 4.10E-06 3.26E-05 1.95E-04 1.42E-03 1.11E-08 4.64E-09 2.83E-05 1.92E-07 5.04E-03 5.04E-03
(mol/l)
Moderately Moderately Moderately
ESOL Class Soluble Soluble Poorly soluble Poorly soluble Poorly soluble Soluble Soluble
soluble soluble soluble
AliLog S —5.94 —4.26 —35 —3.13 —8.98 —9.09 —4.95 —6.22 —29 —29
Ali Solubility
4.06E-04 2.10E-02 1.03E-01 1.93E-01 5.26E-07 4.27E-07 3.61E-03 3.25E-04 3.92E-01 3.92E-01
(mg/ml)
Ali Solubility
1.14E-06 5.55E-05 3.18E-04 7.43E-04 1.05E-09 8.08E-10 1.13E-05 6.06E-07 1.26E-03 1.26E-03
(mol/l)
Moderately Moderately Moderately
Ali Class Soluble Soluble Poorly soluble Poorly soluble Poorly soluble Soluble Soluble
soluble soluble soluble
Silicos-IT
—7.59 —6.1 —4.31 —5.17 —10.51 —11.79 —6.92 —9.31 —4.03 —4.03
LogSw
Silicos-IT
Solubility 9.11E-06 3.03E-04 1.60E-02 1.74E-03 1.54E-08 8.64E-10 3.86E-05 2.62E-07 2.91E-02 2.91E-02
(mg/ml)
Silicos-IT
Solubility 2.56E-08 8.02E-07 4.92E-05 6.70E-06 3.08E-11 1.63E-12 1.21E-07 4.90E-10 9.38E-05 9.38E-05
(mol/1)
Silicos-IT Moderately Moderately Poorly Moderately Moderately
Poorly soluble Poorly soluble Insoluble Insoluble Poorly soluble
class soluble soluble soluble soluble soluble
GI
High High High High Low Low High High High High
absorption
BBB
Yes No Yes Yes No No Yes Yes No No
permeant
Pgp substrate No Yes No Yes Yes Yes No Yes No No
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CYP1A2
Yes No No Yes No No Yes No No No
inhibitor
CYP2C19
Yes No No No No No No Yes No No
inhibitor
CYP2C9
No No No No No No No No No No
inhibitor
CYP2D6
Yes Yes Yes Yes Yes Yes Yes Yes No No
inhibitor
CYP3A4
Yes Yes No No Yes No Yes No No No
inhibitor
log Kp
—4.79 —6.04 —6.23 —6.3 —3.24 —3.34 —4.96 —5.56 -7 —7.7
(cm/s)
Lipinski
0 0 0 0 2 2 0 1 0 0
#violations
Ghose
0 1 0 0 3 3 0 2 0 0
#violations
Veber
0 0 0 0 1 0 0 0 0 0
#violations
Egan
0 1 0 0 1 1 0 0 0 0
#violations
Muegge
1 0 0 0 1 1 0 1 0 0
#violations
Bioavailabil-
0.55 0.55 0.55 0.55 0.17 0.17 0.55 0.55 0.55 0.55
ity Score
PAINS
1 0 0 0 0 0 0 0 0 0
#alerts
Brenk #alerts 1 0 1 0 1 1 0 0 1 1
Leadlikeness
2 2 0 0 3 3 2 2 0 0
#violations
Synthetic
2.6 3.25 434 2.68 3.42 4.52 2.76 329 2.99 2.99
Accessibility
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Table 7: Absorption, Distribution, Metabolism, Excretion and Toxicity (ADMET) Analyses of the selected Antiprotozoal

Drugs against the Spike Protein (PDB: 6L.XT) of SARS-CoV-2

MOLECULE Metronidazol Atovaq B idazol Dehydroemetine Eflornithine Emetine Fenbendazol Todoquinol Nit: id Nifurtimox
Formula C6HIN303 C22H19CI03 CI2H12N403 C29H38N204 C6HI12F2N202 C29H40N204 CI15H13N302S C9HSI2NO C12H9N305S C10H13N305S
MW 171.15 366.84 260.25 478.62 182.17 480.64 299.35 396.95 307.28 287.29
#Heavy
12 26 19 35 12 35 21 13 21 19
atoms
#Aromatic
5 12 11 12 0 12 15 10 11 5
heavy atoms
Fraction
0.5 0.27 0.17 0.52 0.83 0.59 0.07 0 0.08 0.5
Csp3
#Rotatable
3 2 6 7 5 7 5 0 6 3
bonds
#H-bond
4 3 4 6 6 6 3 2 6 6
acceptors
#H-bond
1 1 1 1 3 1 2 1 1 0
donors
MR 4325 102.61 69.41 146.58 38.28 147.05 82.45 69.2 76.65 73.88
TPSA 83.87 54.37 92.74 52.19 89.34 52.19 92.31 33.12 142.35 117.08
iLOGP 1.16 2.98 1.15 4.68 0.53 4.67 1.81 224 0.9 1.3
XLOGP3 —0.02 523 091 3.7 —2.92 4.74 3.47 3.92 2.04 1.26
WLOGP 0.09 5.35 0.96 3.6 0.61 3.53 3.7 3.15 2.04 1.34
MLOGP —0.78 3.28 0.37 2.96 —2.32 3.04 2.85 2.87 0.31 —0.1
Silicos-IT
—1.62 5.19 —0.91 5.37 —0.25 4.98 2.73 3.86 0.49 —1.12
Log P
Consensus
—0.23 441 0.49 4.06 —0.87 4.19 291 321 1.16 0.54
Log P
ESOL Log S —1 —5.62 —2.06 —4.93 1.2 —5.6 —4.08 —5.34 —3.02 —2.41
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ESOL
Solubility 1.72E+01 8.82E-04 2.27E+00 5.62E-03 2.89E+03 1.21E-03 2.49E-02 1.81E-03 2.92E-01 1.11E+00
(mg/ml)
ESOL
Solubility 1.00E-01 2.41E-06 8.72E-03 1.17E-05 1.59E+01 2.52E-06 8.31E-05 4.57E-06 9.51E-04 3.87E-03
(mol/1)
Moderately Moderately Moderately Moderately Moderately
ESOL Class Very soluble Soluble Highly soluble Soluble Soluble
soluble soluble soluble soluble soluble
AliLog S —1.29 —6.12 —2.44 —4.49 1.6 —5.57 —5.09 —4.31 —4.66 —3.32
Ali Solubility
8.74E+00 2.78E-04 9.38E-01 1.56E-02 7.30E+03 1.31E-03 2.43E-03 1.92E-02 6.76E-03 1.38E-01
(mg/ml)
Ali Solubility
5.11E-02 7.58E-07 3.61E-03 3.26E-05 4.01E+01 2.72E-06 8.12E-06 4.85E-05 2.20E-05 4.82E-04
(mol/1)
Moderately Moderately Moderately Moderately Moderately
Ali Class Very soluble Poorly soluble Soluble Highly soluble Soluble
soluble soluble soluble soluble soluble
Silicos-IT
—0.41 —6.97 —3.12 —8.13 —0.41 7.7 —5.66 —4.95 —3.25 —1.61
LogSw
Silicos-IT
Solubility 6.69E+01 3.97E-05 1.97E-01 3.52E-06 7.15E+01 9.59E-06 6.61E-04 4.45E-03 1.71E-01 7.10E+00
(mg/m)
Silicos-IT
Solubility 3.91E-01 1.08E-07 7.57E-04 7.36E-09 3.93E-01 2.00E-08 2.21E-06 1.12E-05 5.57E-04 2.47E-02
(mol/1)
Silicos-IT Moderately Moderately
Soluble Poorly soluble Soluble Poorly soluble Soluble Poorly soluble Soluble Soluble
class soluble soluble
GI
High High High High High High High High Low High
absorption
BBB
No Yes No Yes No Yes No Yes No No
permeant
Pgp substrate No No No Yes No Yes No No No No
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CYP1A2
No Yes No No No No Yes Yes No No
inhibitor
CYP2C19
No Yes No No No No Yes Yes Yes No
inhibitor
CYP2C9
No Yes No No No No Yes Yes No No
inhibitor
CYP2D6
No No No Yes No No No No No No
inhibitor
CYP3A4
No Yes No Yes No No No No No No
inhibitor
log Kp
—7.36 —4.82 —7.24 —6.59 —9.48 —5.87 —5.66 —5.94 —6.73 —7.16
(cm/s)
Lipinski
0 0 0 0 0 0 0 0 0 0
#violations
Ghose
0 0 0 2 1 3 0 1 0 0
#violations
Veber
0 0 0 0 0 0 0 0 1 0
#violations
Egan
0 0 0 0 0 0 0 0 1 0
#violations
Muegge
1 1 0 0 2 0 0 0 0 0
#violations
Bioavailabil-
0.55 0.85 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55
ity Score
PAINS
0 2 0 0 0 0 0 0 0 0
#alerts
Brenk #alerts 2 1 2 1 0 0 0 1 3 3
Leadlikeness
1 2 0 2 1 2 0 2 0 0
#violations
Synthetic
2.3 4.07 2.16 5.12 2.17 4.87 2.39 2.04 2.83 3.86
Accessibility
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Table 8: Absorption, Distribution, Metabolism, Excretion and Toxicity (ADMET) analyses of the selected Antiviral

Drugs against the Spike Protein (PDB: 6L.XT) of SARS-CoV-2

Adefovirdip-
MOLECULE Darunavir Amprenavir Sofosbuvir Famciclovir Tecovirimat Zidovudine Dolutegravir Entecavir Bictegravir
ivoxil
Formula C27H37N307S C25H35N306S C22H29FN309P C8HI12CINO CI14HI9N504 CI12HI5N503
CI9HISF3N203 | CI0HI3N504 | C20HI19F2N305 C21HI18F3N305
MW 547.66 505.63 529.45 173.64 321.33 376.33 267.24 419.38 277.28 449.38
#Heavy
38 35 36 11 23 27 19 30 20 32
atoms
#Aromatic
12 12 12 6 9 6 6 12 9 12
heavy atoms
Fraction
0.52 0.48 0.5 0.38 0.5 0.42 0.6 0.35 0.42 0.38
Csp3
#Rotatable
13 13 11 1 9 4 3 4 2 4
bonds
#H-bond
8 7 11 2 7 6 7 7 5 8
acceptors
#H-bond
3 3 3 1 1 1 2 2 4 2
donors
MR 142.2 133.62 125.53 47.96 82.02 90.79 61.73 104.48 72.39 107.13
TPSA 148.8 139.57 167.99 33.12 122.22 66.48 134.07 100.87 130.05 100.87
iLOGP 32 32 3.23 0 2.5 2.28 1.93 2.12 0.39 2.56
XLOGP3 2.94 2.89 0.99 2.53 —0.06 2.61 0.05 2.44 —1.12 2.73
WLOGP 3.46 3.49 1.75 2.46 0.55 3.17 —0.52 1.66 —0.82 2.36
MLOGP 1.18 1.14 0.82 1.14 —0.15 391 —1.25 1.05 —1.13 1.24
Silicos-IT
1.46 1.78 0.61 2.09 0.53 1.82 —0.78 1.85 —0.42 2.23
Log P
Consensus
245 2.5 1.48 1.64 0.68 2.76 —0.11 1.82 —0.62 2.22
Log P
ESOL Log S —4.46 —4.19 —3.27 —2.85 —1.49 —3.72 —1.56 —4.01 —1.05 —4.36
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ESOL
Solubility 1.88E-02 3.25E-02 2.86E-01 2.46E-01 1.04E+01 7.20E-02 7.29E+00 4.10E-02 2.45E+01 1.96E-02
(mg/ml)
ESOL
Solubility 3.44E-05 6.44E-05 5.41E-04 1.42E-03 3.24E-02 1.91E-04 2.73E-02 9.79E-05 8.82E-02 4.37E-05
(mol/1)
Moderately Moderately Moderately Moderately
ESOL Class Soluble Soluble Very soluble Soluble Very soluble Very soluble
soluble soluble soluble soluble
AliLog S —5.73 —5.48 —4.11 —2.87 —2.06 —3.66 —2.42 —42 —1.12 —45
Ali Solubility
1.03E-03 1.67E-03 4.14E-02 2.33E-01 2.83E+00 8.32E-02 1.02E+00 2.64E-02 2.10E+01 1.41E-02
(mg/m)
Ali Solubility
1.88E-06 3.30E-06 7.83E-05 1.34E-03 8.80E-03 2.21E-04 3.81E-03 6.29E-05 7.59E-02 3.14E-05
(mol/1)
Moderately Moderately Moderately Moderately Moderately
Ali Class Soluble Soluble Soluble Soluble Very soluble
soluble soluble soluble soluble soluble
Silicos-IT
—5.33 —5.55 —4.09 —2.6 —2.78 —3.53 —1.16 —4.47 —1.23 —4.65
LogSw
Silicos-IT
Solubility 2.55E-03 1.42E-03 4.32E-02 4.37E-01 5.32E-01 1.11E-01 1.84E+01 1.42E-02 1.65E+01 9.99E-03
(mg/ml)
Silicos-IT
Solubility 4.66E-06 2.81E-06 8.17E-05 2.52E-03 1.66E-03 2.96E-04 6.87E-02 3.39E-05 5.94E-02 2.22E-05
(mol/1)
Silicos-IT Moderately Moderately Moderately Moderately Moderately
Soluble Soluble Soluble Soluble Soluble
class soluble soluble soluble soluble soluble
GI
Low Low Low High High High High High High High
absorption
BBB
No No No Yes No Yes No No No No
permeant
Pgp substrate Yes Yes Yes No Yes No No Yes No No
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CYP1A2
No No No No No No No No No No
inhibitor
CYP2C19
No No No No No Yes No No No No
inhibitor
CYP2C9
No No No No No No No No No Yes
inhibitor
CYP2D6
No Yes No No No No No No No Yes
inhibitor
CYP3A4
Yes Yes Yes No No Yes No No No Yes
inhibitor
log Kp
—7.55 —7.33 —8.83 —5.56 —8.3 —6.74 —7.89 —7.13 —8.79 —7.1
(cm/s)
Lipinski
1 1 2 0 0 0 0 0 0 0
#violations
Ghose
3 2 1 0 0 0 1 0 1 0
#violations
Veber
2 1 2 0 0 0 0 0 0 0
#violations
Egan
1 1 1 0 0 0 1 0 0 0
#violations
Muegge
0 0 2 1 0 0 0 0 0 0
#violations
Bioavailabil-
0.55 0.55 0.17 0.55 0.55 0.55 0.56 0.55 0.55 0.55
ity Score
PAINS
0 0 0 0 0 0 1 0 0 0
#alerts
Brenk #alerts 1 1 1 0 1 2 3 0 1 0
Leadlikeness
2 2 2 1 1 1 0 1 0 1
#violations
Synthetic
5.67 4.98 6.02 1.56 243 4.17 393 4.16 3.53 4.87
Accessibility
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Figure 1: The Binding Interaction of Antifungal Drugs in the Active Site of 6LXT
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Figure 2: The Binding Interaction of Antimalarial Drugs in the Active Site of
6LXT
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Figure 3: The Binding Interaction of Antiprotozoal Drugs in the Active Site of
6LXT
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Abstract

In this study Ascomycota fungi was isolated from the soil collected from
cucumber field. The micromorphological characters of the isolated fungus were
disorganizing with overlapping characters and identification was difficult. Hence,
nuclear ribosomal internal transcribed spacer (ITS) region, the ideal molecular
marker, accepted as DNA barcode for fungal identification was sequenced and
compared with the existing GenBank, NCBI, database to identify the species.
These sequences were deposited in GenBank, NCBI under the accession number
MW940968 and MW945404. Based on the homology and phylogenetic analysis
the isolated fungus was identified as Aspergillus terrus.

Keywords: Internal Transcribed Spacer (ITS) Region, DNA Barcode,
Ascomycota Fungi, Aspergillus Terrus.

1. Introduction

Soil is an important region in the earth’s crust, which gives shelter to many organisms
from microbes to plants and animals. Diseases that arise from soil-borne pathogens
are major problem in the reduction of cucumber yield (Wu et al., 2006). Fungi are
an exceptionally flexible class of organisms constituted mainly of saprophytes, which
flourish on dead biological matter. The identification of fungi depends mainly on
their external and biological characters. Conversely, the distinctive characteristics of
fungi make snags in identification and cataloging based on morphology. Accordingly,
lone well-trained specialists are able to properly identify fungi species based on its
morphology (Samson et al, 2010).

Currently, numerous molecular methods have been developed over the years for the
which includes techniques of modern technologies like fluorescent in situ hybridization
(FISH), denaturing gradient gel electrophoresis (DGGE), terminal length restriction
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fragment polymorphism (T-RFLP), DNA array hybridization and DNA sequencing,
pulsed field gel electrophoresis (PFGE) etc. The method based on DNA sequencing
is the most widely used ones (Ali et al, 2010). This novel concept for the hasty and
exact documentation of an unknown fungal specimen using I'TS as molecular marker is
called DNA barcoding. Hence in the present study two fungi isolated from soil were
identified through sequencing the ITS region.

2. Materials and Methods

2.1. Soil Collection and Serial Dilution

Soil samples were collected from the agricultural field of Tirupatthur district in Tamil
Nadu. Soil was collected in a pre-sterilized beaker using a pre sterilized spatula and
transferred to laboratory. 1 gm of the soil sample was taken in 10 ml of Ringer’s solution
and were serially diluted to 10~'° dilutions.

2.2. Fungal Culture

0.1 ml of the serially diluted sample was spread on petridishes containing potato
dextrose agar (PDA) under aseptic condition at 28°C and allowed to grow for 7 days
at 28°C in dark.

2.3. Morphological Examinations

Colony morphology of the 7 days grown fungus on PDA was examined with a Leica
DM14000B (Germany) microscope equipped with a camera.

2.4. DNA Extraction

Fungal strain grown for 7 days in potato dextrose agar (PDA) at 28°C in dark was used
for DNA extraction. DNA extraction was performed using Hi PurA™ Fungal DNA
Mini Kit (Himedia) following the manufacturer’s protocol. The extracted DNA was
subjected to concentration and purity using Nanodrop Lite UV-Vis Spectrophotometer.

2.5. Amplification, Sequencing and Phylogenetic Analysis

Amplification of ITS region of the ribosomal RNA gene cluster was performed using
the method of White et al, 1990. Sequencing of the amplicons was performed in a 3500
Genetic Analyzer (Thermo Fisher Scientific, Waltham, USA) in the sequencing Centre.
The obtained sequence was aligned using Bioedit tool. And phylogenetic analysis was
performed using MEGA 5 Software. The good quality sequence was deposited in the
GenBank, NCBI under the accession number given in the result section.
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3. Results and Discussion

3.1. Morphological Identification
Aspergillus terrus

Eukaryota; Fungi

Dikarya; Ascomycota

Pezizomycotina; Eurotiomycetes;

Eurotiomycetidae; Eurotiales; Aspergillaceae
Aspergillus; Aspergillus

Genus; Aspergillus

Species; terrus

The morphological characteristics of A. ferreus were distinctive, with its external
appearance dark to coffee colonies, pyriform vesicles, biseriate conidial heads and
conidial were in columnar arrangement. A. terreus produced a good sporulation
on PDA. Following the Keys of Klich (2002) the microscopic and macroscopic
characteristics were observed and studied which were in accordance with the
descriptions of A. terreus.

3.2. Molecular Identification

Table 1: Homology Searches Result

Study Most similar E-Value Query % identity Accession
Sequence Sequence Coverage Number
ICBTS1 Aspergillus terrus 0.0 100% 100% MT558939
ICBTSS4 | Aspergillus terrus 0.0 100% 100% MT558939

Table 2: Genetic Distance Result

Positions
1 2

Fungal sequences

Aspergillus terrus ICBTSS4
Aspergillus terrus ICBTS1 | 0.009

Four fungal strains were isolated from the soil collected from cucumber field. The
micromorphological characters were studied (Fig. 1 & Fig. 2) and compared with
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Figure 1: Phylogenetic Analysis of Study Sample S1
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JOB28931.1_Aspergillus_terreus

Figure 2: Phylogenetic Analysis of Study Sample SS4

the standard fungal taxonomical keys for identification. Morphological identification
of A. terreus isolates were based on colony appearance and its colour, like coffee
with arrangement of biseriate conidial heads in columnar shape. Despite A. terreus
isolated from different substrates but its identification was based on its macroscopic and
microscopic characteristics (Afzal et al. 2013) which produced similar morphological
characteristics.  Identification of A. terreus isolates through molecular markers
substantiated with identification of other A. terreus isolates using morphological thereby
exhibiting 100% similarity with A. terreus NRRL255 a reference strain. Phylogenetic
study revealed all the isolates were clustered in the one clade. Further the efficiency
of molecular marker can be proven with the phylogenetic studies of other researchers
(Varga et al, 2005 and Samson et al, 2011) where their findings showed A. terreus into
a distinct clade, alienated from other Aspergillus species.

The fungus labelled as S1 was identified to be Aspergillus terrus, after combined
analysis of morphological characters and ITS sequence similarity results. Sample
SS4 displayed differing characters in the external (phenotypical) appearance, but
on morphological examination and ITS sequencing it matched Aspergillus terrus,
confirming its exact identity. Both these sequences were deposited in GenBank, NCBI
under the accession numbers, MW940968 and MW945404.
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4. Conclusion

Several molecular methods have been developed in recent times for the identification of
microbes including fungi. The most effective method proven was DNA barcoding due to
its accuracy and swiftness. In case of fungi, the nuclear ribosomal Internal transcribed
(ITS) region has been the most widely sequenced to identify fungi at the species level.
Hence in the current study the ITS region proved as an effective molecular marker in
the identification of the soil — isolated fungi.
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Abstract

Miconazolewas first synthesized is 1969, Miconazole (C;gH14Cl4N;O) is an
azole derivative (imidazole) and is an antifungal drug used in the treatment of
superficial infections. It is also widely used to treat mucosal yeast infections
and candidiasis [1]. The mechanism of inhibition activity has three main aspects:
through inhibition of CY-P450, inhibition of peroxidase and catalase and Inhibition
of 14-a-lansterol demethylation. Our study is based on Semi Empirical method
where derivatives of Miconazole (e.g. Methyl, nitro, ethyl, propyl, etc.) are
optimised and reactivity evaluated. Correlation Studies between Miconazole and
their derivatives with molecular descriptors proved to be useful in enhancing the
drug activity and reducing a few common side effects.

Keywords: Miconazole, MOPAC, Antifungal Activity, Semi Empirical Methods.

1. Introduction

1.1. Methods of Computational Chemistry

The quantum chemistry, classical mechanics, statistical physics and thermodynamics
are the basic of the computational chemistry [2], the most important numerical
techniques are ab-initio, semi empirical methods [3] and molecular dynamics.

(a) ab-initio [4] (Schrodinger equation and fundamental constants).
(b) Semi empirical (based on approximation calculations).

(c) Molecular mechanics (based on pre-determined force fields).
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2. Theories behind Computational Chemistry
2.1. Schrodinger Equation

This equation is derived by Austrian physicist ‘Erwin Schrodinger’ in the standard
interpretation of quantum mechanics the wave function [5] (¢) it can be given to a
physical system. Schrodinger equation can be mathematically transformed into matrix
mechanics.

2.2. Koopmans’ Theorem

This theorem is named after ‘Tjalling Koopmans: According to Koopmans’ theorem
[6], the first ionization energy of molecular system is equal to the negative of the orbital
energy of the highest occupied molecular orbital (HOMO). The first ionization energies
calculated on this way for small molecule are used to predict some parameters such
as ground state & excited state ions, electron affinities (DFT-KS), MO-interactions
(HOMO/LUMO), FMO (Frontier molecular orbital theory), which is useful to study
the theoretical computational aspect of reactivity and stability.

2.3. Semi Empricial Methods

Semi-empirical quantum chemistry approximation methods are based on the Hartree-
Fock formalism, but make many approximations and obtain some parameters from
empirical data. They play vital role in computational chemistry for treating huge
molecules. Within the framework of HartreeFock calculations, semi-empirical methods
are parameterized, that is their results are fitted by a set of parameters, normally in such a
way as to produce results that best agree with experimental data, but sometimes to agree
with ab initio results. Semi-empirical methods are also called as empirical methods.
For pi electron systems which was introduced by Erich Huckel. For extended electron
systems was introduced by Roald Hoffmann. Semi-empirical calculations [8] are much
faster than their ab initio counterparts, mostly due to the use of the zero differential
overlap approximation. As a result, semi empirical methods are very fast, applicable
to large molecules, and may give accurate results when applied to molecules that are
similar to the molecules used for parameterization.

3. History of Miconazole (Imidazole Derivative)

Miconazole is an azole antifungal used to treat a variety of conditions, in which
Empirical formula is a CigH4Cl4N,O (molecular weight - 416.28), including those
caused by Candida overgrowth. Which is Unique among the azoles derivatives,
Miconazole act to through three main mechanisms. First one is CYP450[9] 14-a-
lanosterol demethylase enzyme; second one, inhibits fungal peroxidise [8] and catalase
and the Third mechanism of action lanosterol demethylation [10] inhibition.
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3.1. Expriemental Method

Syntheisi of Miconazole

Miconazole was prepared from Acetophenone by Molina Caprile [11]: Miconazole
(imidazole derivative) synthesized from Phenyl methyl ketone which is treated with
bromo substituted benzene which is gave methyl sulfonate its further treated into
etherification, chlorination as well as imidazole/DMEF, finally 62% of product obtained
(Miconazole).
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4. Methodology and Computational Details

4.1. Hardware

The programs were run on a CPU supported by -INTEL® CORE(TM) 2DUO , E8400
processor clocking @ 3.00 GHZ, 300 MHz, 2 crore(s), 2 Logical processors(s), running
on Microsoft windows 10 Enterprise with 32 bit (x86-based pc) support over a RAM of
8.00 GB. The graphics were visualized using the embedded graphical processor in the
mother board.

4.2. Software

4.2.1 Chemsketch [12]

The molecule was drawn on ChemSketchand was subjected to 2D optimization. It
was saved in ‘.sk2’ and ‘mol’ format to be later retrieved to other GUI programs.
The fragments were incrementally changed according to desired substituents. All
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the derivatives were drawn using chemSketch which also provided IUPAC naming
and numbering of the desired derivatives. ChemSketch provided few more physical
properties of the molecule like such as Empirical formula, molecular weight, molar
volume, Log P and molar density and polarizability.

4.2.2 Winmostar [13]

Winmostar is graphical user interface software which is used to analyze the result of
Semi empirical Quantum chemical Calculations and 3D-visualization of the results.
Winmostar uses Z-matrix format (internal coordinate) for molecular modelling. The
program allows batch calling of MOPAC2016 and execution of the program. CNDO/S
calculation were executed using the archive file (arc) generated by MOPAC. Output files
were visualized in the 3D window.

4.2.3 MOPAC2016 [14]

MOPAC (Molecular Orbital Package) is a Semi-empirical quantum chemistry program
based on by Dr. James J.P. Stewart Dewar and Thiel’s NDDO approximation.
MOPAC2016 is MOPAC2012, MOPAC2009 plus the PM7 and PM7-TS methods.
The keywords used were AM1, RM1, VECTORS, BOND, SYMMETRY, PRECISE,
ESP, NOINTER, and the output generated was visualized using Winmostar. CNDO/S
command was later invoked from the OUT file. CNDQO/S command provided UV-Vis
spectrum of the molecule ‘.out’ file provided molecular descriptors were theoretically.

5. Result and Discussion

General Structure of Miconazole (Fig-1)

Cl

This work was achieved by molecular modelling of the drug molecule with
various substituents at important positions based on chemical intuition.These are the
molecular fragments which have been found to influence the reactivity of the entire
molecule.Chosen Molecular descriptors which represent reactivity and stability have
been evaluated. For example, the Hardness of the molecule, a descriptor, represents
resistivity to change and likewise the softness of the molecule, represents the reactive
nature of the molecule.
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Table 1: (R= Substituents & Empirical formula)

S.NO | KEYWORDS | SUBSITUENTS (R=) | EMPIRICAL FORMULA
1 MZS, CONH, C19N3H;50,Cly
2 MZSZ CO C19N2H1402C14
3 MZS3 N02 C18N3H13O3C14
4 MZS, CN C1oN3H,30Cl,
5 MZS5 OH C18N2H1402CI4
6 MZS6 NH3 C18N3H160C14
7 MZS, COOH C19yN,H1405Cly
8 MZSs NH, Cy3N3H,50Cly
9 MZS, CHO C19yN,H40,Cly
10 MZS 10 COCH3 C20N2H1 602C14
11 MZS]] NHon C18N3H1602C14
12 MZS]Z IMI C21N4H16OC14
13 MZS; CH; C19yN,H;60Cly
14 MZS, CH,F C9N,H;50CI,F
15 MZSl5 SOZ C13N2H13503C14
16 MZS ¢ SCN C19N3H,3SOCl4
17 MZS; NCS C19N3H,3SOCly
18 MZS 3 ORG CsN,H,0Cly
19 MZS,9 SO,NH, CsN3H5SO5Cly
20 MZS, CF; C9yN,H,3F;0Cly
21 MZS,, CH;COCl CN,H;50,Cls

*IMI-imidazole,*ORG- miconazole *MZS-Miconazole substituent

From Frontier Molecular Orbital [15] (FMO) applying Koopmans’ theorem [16],
the Ionization potential (IP) Chemical potential (¢) and Electron affinity (EA) can be
related to Homo and Lumo energies and the values have been calculated theoretically.

By this way it has been found that the Hardness value for the original compound is
8.516. Nucleophilic substituents like NH,, OH, COCH;3 and SO,NH,, SCN decrease
the Hardness of the molecule. If, at particular place, reactivity of the molecule is
needed, then these derivatives may be prepared and tested for biological activity. On
the other hand, substituents like CO, CONH,, NH,OH, CH,F and NCS represent very
low Hardness value compared to the original compound and it can be also noted that the
isomer of SCN changes the Hardness value to a greater extent. Therefore, derivatives
can be carefully chosen based the isomeric structure too. Derivatives with and NH,OH
and NH, are found to be very reactive.

It can also be seen that LUMO values are lower for compounds having higher
Hardness values. A particular derivative, with R= CH,F represents the molecule
with lowest unoccupied molecular orbital (LUMO) value (—0.943eV) But, it possesses
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relatively lower Highest occupied molecular orbital (HOMO) values also, which mean
the electron available for excitation into the reactivity level are easily available. The
highest HOMO is values shown by SO, substituent (—10.850 eV) and this suggests that
the molecule is highly reactive because the ‘Band Gap’ is very low. Relative to this
HOMO value is the band gap which is very lower and it suggested that the electron can
be ejected to Rydberg level [17] (Ry) where they can be brought into reactivity quickly.
Most of the times Hardness valuesare quite opposite to the Softness values.

Anti-fungal drugs require very good reactivity pattern to affect the pathogen and
disturb its proliferation. Therefore, SO, derivative at R may be prepared and tested for
antifungal activity in the lab. The next derivative happens to be CO. It has a very high
HOMO value (11.802eV). But the band gap is very large compared to SO,, therefore,
electronic excitation to higher levels becomes relatively difficult and this molecule can
be avoided. Derivatives of the same types like CONH, may be considered for next
level test because NH, can provide non-bonding electron promotion to r—orbitals of the
molecule by means of resonance or electronic effects. Once into 7—level the electron
may be promoted to the Rydberg Level (Rj) for reactions as the molecule has relatively
lower band gap. The CONH, derivatives can also been prepared in the lab and tested
for anti-fungal activity.

6. Tables and Graphs

Table 2: Showing Substituents and their Ionization Potential (Increasing Order)

SUBSITUENTS IONIZATION
S.NO | KEYWORDS (R=) POTENTIAL (eV)

1 MZS, CONH, 4.739

2 MZSg NH; 6.047

3 MZS, NH,OH 6.681

4 MZS,,4 CH,F 7.588

5 MZSg NH, 8.811

6 MZS,; NCS 8.903

7 MZS s SCN 8.983

8 MZS, CO 9.031

9 MZS 3 CH; 9.173
10 MZSs OH 9.191
11 MZS ORG 9.193
12 MZS COCH; 9.241
13 MZS, CHO 9.244
14 MZS SO,NH, 9.275
15 MZS, COOH 9.276
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16 MZS,,; CH;COCl 9.283
17 MZS,, IMI 9.286
18 MZS, CN 9.311
19 MZS, CF; 9.319
20 MZS; NO, 9.383
21 MZS;s SO, 9.875

*IMI-imidazole,*ORG- miconazole *MZS-Miconazole substituent
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Figure 1: Graph showing Variation Ionization Potential on various Substituents

Table 3: Showing Substituents and their Chemical Potential Values (Increasing
Order)

CHEMICAL
S.NO | KEYWORDS SUBSITUENTS | HOMO | LUMO POTENTIAL
(R=) V) | (V) )
1 MZS;s SO, —10.850 | —7.865 9.358
2 MZS, CO —11.082 | —7.194 —9.138
3 MZS;, NH,O0H —10.906 | —4.942 —7.924
4 MZS, NH; —10.849 | —4.776 —7.813
5 MZS; NO, —9.327 | —-2.947 —6.137
6 MZS, CHO -9.218 | —2.097 —5.657
7 MZS,; COOH —-9.255 | —1.918 —5.587
8 MZS, CN —-9.273 | —1.825 —5.549
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9 MZS, CF; —9.258 | —1.580 —5.419
10 MZS, CONH, —8.250 | —2.423 —5.337
11 MZS;, CH;COCl -9.255 | —1.379 —5.317
12 MZS,, IMI —90.164 | —1.422 —5.293
13 MZS COCH;3 -9.204 | —1.299 —5.251
14 MZS 9 SO,NH, -9.131 | —1.250 —5.191
15 MZS; NCS —8.786 | —1.573 —5.180
16 MZSs OH -9.181 | —1.176 —5.178
17 MZS 6 SCN -9.069 | —1.250 —5.159
18 MZS ;5 CH; —-9.147 | —1.051 —5.099
19 MZSg NH, -9.103 | —1.055 -5.079
20 MZS 4 CH,F —7.867 | —0.943 —4.405
21 MZS ORG —-9.072 7.961 —0.555

*IMI-imidazole,*ORG- miconazole *MZS-Miconazole substituent
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Figure 2: Graph showing Variation on Chemical Potential for various Substituents

Table 4: Showing Substituents and their Hardness Vvalues (Increasing Order)

SUBSITUENTS

HOMO

LUMO

S.NO | KEYWORDS (R=) V) V) HARDNESS
1 MZS;s SO, —10.850 | —7.865 1.493
2 MZS, CO —11.082 | —7.194 1.944
3 MZS, CONH, —8.250 | —2.423 2914
4 MZS, NH,OH —10.906 | —4.942 2.982
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5 MZSq NH; —10.849 | —4.776 3.037
6 MZS; NO, —9.327 | —2.947 3.190
7 MZSy,4 CH,F —7.867 | —0.943 3.462
8 MZS, CHO —-9.218 | —2.097 3.561
9 MZS; NCS —8.786 | —1.573 3.607
10 MZS, COOH —9.255 | —1.918 3.668
11 MZS, CN —-9.273 | —1.825 3.724
12 MZS, CF; —9.258 | —1.580 3.839
13 MZS,, IMI —9.164 | —1.422 3.871
14 MZS 6 SCN —-9.069 | —1.250 3.909
15 MZS;; CH;COCl —-9.255 | —1.379 3.938
16 MZS 9 SO,NH, —9.131 | —1.250 3.941
17 MZSo COCH; -9.204 | —1.299 3.952
18 MZS;s OH -9.181 | —1.176 4.003
19 MZSg NH, —-9.103 | —1.055 4.024
20 MZS 3 CH; —9.147 | —1.051 4.048
21 MZS 3 ORG —-9.072 7.961 8.516

*IMI-imidazole,*ORG- miconazole *MZS-Miconazole substituent

Table 5: Showing Substituents and their Softness Values (Increasing Order)

SUBSITUENTS

HOMO

LUMO

S.NO | KEYWORDS (R=) V) V) SOFTNESS
1 MZS s ORG -9.072 7.961 0.059
2 MZSg NH, —9.103 | —1.055 0.124
3 MZS 5 CH; —-9.147 | —1.051 0.124
4 MZSs OH -9.181 | —1.176 0.125
5 MZS COCH; —-9.204 | —1.299 0.127
6 MZS SO,NH, -9.131 | —1.250 0.127
7 MZS;, CH;COCl -9.255 | —1.379 0.127
8 MZS 6 SCN -9.069 | —1.250 0.128
9 MZS, IMI —9.164 | —1.422 0.129
10 MZS; CF; —9.258 | —1.580 0.130
11 MZS, CN —-9.273 | —1.825 0.134
12 MZS, COOH —-9.255 | —1.918 0.136
13 MZS,; NCS —8.786 | —1.573 0.139
14 MZSy CHO -9.218 | —2.097 0.140
15 MZS 4 CH,F —7.867 | —0.943 0.144
16 MZS; NO, —9.327 | —=2.947 0.157
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17 MZS¢ NH; —10.849 | —4.776 0.165
18 MZS,, NH,OH —10.906 | —4.942 0.168
19 MZS, CONH, —8.250 | —2.423 0.172
20 MZS, CO —11.082 | —7.194 0.257
21 MZS;s SO, —10.850 | —7.865 0.335

*IMI-imidazole,*ORG- miconazole *MZS-Miconazole substituent

7. Conclusion

We have evaluated from the present work that pharmacodynamics study would prove to
be very useful in drug designing and modelling. The substituents rich with non-bonding
electron such as R=NH,, OH, COCH3, SO,NH, and SCN show very good reactivity
pattern. The reactivity can be considered as with that of receptor molecules. These
substituents can be used for studies such as docking with receptors and other studies
involved in drug designing in future. The substituents like R= CO, NH,, NH,OH, CH,F,
NCS show very little reactivity. Therefore, these derivatives can be avoided in future
studies concerned with drug design and reactivity.
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Abstract
The Kinetic oxidation of PyzCC unavailable with Co(III) complexes of a-
hydroxy acid and in perchloric acid medium in the presence of surface active
solution. To observe increase in the concentration of the surfactant, increase on
rate is taken in account. The kinetic and stoichiometric result have been accounted
by a suitable mechanism.

Keywords: Pentaammine cobalt(Ill) complexes, Cetyl trimethyl ammonium
bromide, a—hydroxy acids, pyrazinium chlorochromate(PyzCC).

1. Introduction

For the oxidation of organic compound pyrazinium chlorochromate (PyzCC) is found
to be mild reagent, oxidation kinetics of primary, secondary and allylic alcohols,
substituted benzyl alcohols, aliphatic aldehydes, aromatic aldehydes, heterocyclic
aldehydes, cyclohexanone p-diketones, aliphatic and aromatic carboxylic acids,
styrenes, substituted cinnamates and 2-naphthols were carried out by various authors.
In the oxidation of diols where a single hydroxyl group was oxidized to give
hydroxy carbonyl compound as product in this oxidation the mildness of PyzCC was
demonstrated effectively. A mechanism involving the C-C bond cleavage leading to the
formation of aldehydes as the product was proposed. The formation of ketoacids by the
C-H cleavage of the a-hydroxy acids was reported with many chromium(VI) oxidants.
In the case of complexes for the oxidation with C-H cleavage the hydroxyl group of the
bound ligand is free leading to the formation of keto complexes. With decarboxylation
and synchronous C-C cleavage accompanied by an induced electron transfer to the
Co(IIT) in complex lead to formation of aldehydes as a product and one electron transfer
to the oxidant. The contest between the mechanisms become interesting and produced
definite result when mild oxidizing agents like PyzCC were kinetically followed.
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2. Experimental

2.1. Pyrazinim Chlorochromate

Methods for preparation of pyrazinium chlorochromate(PyzCC) as follows. Chromium
trioxide (10g, 0.1mol) was dissolved in water (15ml) add cooled to 0°C. To this solution
hydrochloric acid (17ml, 48%) was added slowly with vigorous stirring the pyrazinium
(13ml, 0.1mol) was added dropwise during 10 minutes. The reaction mixture was
allowed to cool for 2 -3 hours and filtered. The resulting yellow orange needles were
dried and recrystallized. To check the purity of reagent iodometric method is used.

2.2. Carbanatopentaammine Cobalt(III) Nitrate

A solution of 300g of Cobalt (III) nitrate hexahydrate (1.03 mol) in 500ml of water was
thoroughly mixed with a solution of 450g of ammonium carbonate (4.68 mol) in 450
ml of water and 750 ml of concentrated aqueous ammonia (Sp.Gr. 0.90, 28% NH3). A
stream of air bubbled slowly through the mixture for 24 hours. After the mixture has
been cooled in ice salt bath overnight, the product was collected on a filter, washed with
not more than 50 ml of ice-cold water, followed by alcohol and ether and dried 50°C
(yield 180g, 64%). This crude material was purified by recrystallization from water.
The 180g of solid was dissolved with stirring in 550 ml of water at 90°C. The solution
was filtered and filtrate was cooled in ice-bath. The crystals were collected, washed
with 50 ml of ice-cold water followed by alcohol and ether and dried at 50°C.

2.3. Pentaammine Cobalt(III) Complexes of a-Hydroxy Acids

The monomeric cobalt (IIT) complexes of lactic, mandelic and glycolic acids were
prepared as their perchlorates following the procedure of Fan and Gould 10 mol of
ligand was dissolved in 20 ml of methanol taken in a 50 ml R.B flask and a pellet (0.50
to 1.00g) of sodium hydroxide was added about 0.40g of finely powdered carboanato
pentaammine cobalt (III) nitrate was added and the mixture was refluxed at 70°C for 2
hours. It was then cooled under ice for 30 minutes. About 3 ml of 10% perchloric acid
was added drop wise while shaking the mixture and it was cooled again under ice for
1 hour. The Cobalt (III) complex precipitated as perchlorate and was filtered through a
sintered glass crucible, washed well with ethanol followed by diethyl ether, dried and
preserved in a desiccator.

2.4. Product Analysis

After the completion of reactions by induced electron transfer in pentaammine cobalt
(II) complexes of @-hydroxy acids in presence of HC1O, Co(II) was estimated. The
reaction mixture was diluted to 10 times with conc. HCI after nine half-lives with
allowing the evolution of chlorine to cease and then measuring the absorbance of chloro
complex Co(II) as 692 nm [A=560 dm® mol~! cm™']. It was found that 35% decrease



44 Oxidation Reaction of Pentaammine Cobalt(1ll) Complexes

in absorbance in Co(III) complexes of @-hydroxy acids evidencing the induced electron
transfer. The absorbance measurement made with corresponding amount of pyrazinium
chlorochromate (PyzCC) only diluted with conc. HBr 10 times was a blank correction.

Table 1: Stoichiometric Data for PyzCC Oxidation of Co(III) Bound and Unbound
a-Hydroxy Acid in the Presence of CTAB. CTAB = 2.00 x10 * mol dm *, HCIO,
= 1.00 mol dm—, Temperature = 31 + 0.2°C

10°° 10°[PyzCC] | 10*[PyzCC] ;
[Compound] Initial mol Final mol £10°[PyzCCT | [Compound]
3 3 3 mol dm-3 : A[PyzCC]
mol dm dm dm
Lactic acid
4.00 2.00 1.74 2.63 1.00:0.65
5.00 2.00 1.67 3.24 1.00:0.64
6.00 3.00 2.60 3.96 1.00:0.66
Mandelic acid
4.00 2.00 1.73 2.68 1.00:0.67
5.00 2.00 1.66 3.20 1.00:0.64
6.00 3.00 1.62 3.90 1.00:0.65
Glycolic acid
4.00 2.00 1.72 2.52 1.00:0.63
5.00 2.00 1.68 3.25 1.00:0.65
6.00 3.00 2.60 3.96 1.00:0.66
Co(III)-Lactato
4.00 2.00 1.86 1.32 1.00:0.33
5.00 2.00 1.84 1.60 1.00:0.32
6.00 2.00 2.80 1.98 1.00:0.33
Co(III)-Mandelato
4.00 2.00 1.86 1.36 1.00:0.34
5.00 2.00 1.82 1.75 1.00:0.35
6.00 2.00 2.79 2.04 1.00:0.34
Co(IIT)-Glycolato
4.00 2.00 1.86 1.32 1.00:0.33
5.00 2.00 1.83 1.70 1.00:0.34
6.00 2.00 2.78 2.10 1.00:0.35
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3. Result and Discussion

The Kinetic data for the oxidation of a-hydroxy acids and their complexes by PyzCC
in the presence of perchloric acid is summarised in the Table. The reaction show a total
second order dependence on the substrate catalyzed by perchloric acid and the oxidant.
There was a smaller difference in rate of the reaction between lactic glycolic acid and
mandelic acid among the a-hydroxy acid which was not observed with other chromium
halochromates. An explanation for the higher reactivity of lactic acid involving C-
H cleavage was given based on the higher acidity of C-H proton. In the present
investigation, the absence of such an observation lead to C-C cleavage. Due to C-C
cleavage for the formation of aldehyde is confirmed by product analysis and not keto
acid as a product. IBC undergoes two electron transfer and the overall reaction between
PyzCC and a-hydroxy acid could be written as,

Rate = k [@ — hydroxy acid] [IBC]

Table 2: PyzCC = 2.00 x 1072 mol dm~3, HCIO, = 1.00 mol dm >, Temperature =
31+0.2°C

[a-Hydroxy acid] ‘ 10" k; s ‘ 10 k, dm’ mol '
Lactic acid
1.00 0.885 0.885
2.00 1.770 0.885
4.00 3.560 0.890
6.00 5.328 0.888
8.00 7.180 0.897
Mandelic acid
1.00 0.660 0.660
2.00 1.322 0.661
4.00 2.680 0.670
6.00 4.062 0.677
8.00 5.382 0.672
Glycolic acid
1.00 0.524 0.524
2.00 1.050 0.525
4.00 2.104 0.526
6.00 3.160 0.527
8.00 4.202 0.525
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Figure 1: Dependence of Rate on [a-Hydroxy Acid]

Table 3: Lactic acid = 2.00 x 1072 mol dm—>, PyzCC = 2.00 x 10~ mol dm~,
Micelle = 1.00 x 10~* mol dm™, HCIO4 = 1.00 mol dm>, Temperature =
31 £0.2°C

[@-Hydroxy acid] | 10'k; s~ | 10° k, dm’ mol™"
Lactic acid
1.00 1.070 1.070
2.00 2.160 1.080
4.00 4.340 1.085
6.00 6.488 1.081
8.00 8.682 1.085
Mandelic acid
1.00 0.864 0.864
2.00 1.736 0.868
4.00 3.464 0.866
6.00 5.204 0.867
8.00 6.929 0.866
Glycolic acid
1.00 0.676 0.676
2.00 1.356 0.678
4.00 2.718 0.679
6.00 4.076 0.679
8.00 5.428 0.678
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Figure 2: Dependence of Rate on [a-Hydroxy Acid]

4. Mechanism

The reaction exhibit first order dependence on the concentration of Cr(VI). The reaction
shows Arrhenius dependence and thermodynamics parameters evaluated are in the
expected order for a bimolecular reactions. Among the three complexes of Co(II)
lactate, Co(IIT) mandelato, Co(IlI)glycolato, the Co(III) lactate reacts faster than Co(III)
mandelato and Co(III)glycolato complex. Among Co(III) bound and unbound ligand,
Co(III) bound a-hydroxy acid complex gets oxidizing at a higher rate than the unbound
ligand and there is 100% reduction at Co(III) centre. The rate of PyzCC induced electron
transfer in Co(IIl) complexes of a-hydroxy acid increases in the presence of CTAB
much more than without CTAB. 1.00 mole of Co(IIl) complex reacts with nearly 0.35
mol of PyzCC yielding 100% Co(II) and 100% carbonyl compound similarly 1.00 mol
of a-hydroxy acids react with nearly 0.65 mol of PyzCC yielding 100% of carbonyl
product and CO,.

5. Conclusion

Earlier studies on induced electron transfer reaction involved mainly one equivalent
oxidant Ce(III) and pentaammine cobalt(III) complexes [(NH;)sCollI-L]** with bound
ligands featuring conjugated fragments. Generation of a radical at the bound organic
ligand by the one equivalent oxidant help in achieving the ultimate reduction at
cobalt(III) center. Due to the partitioning of reaction path the percentage of cobalt(III)
formation will differ.
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Figure 3: Mechanism of PyzCC Oxidation of Pentaamminecobalt(III) Complexes

An induced electron transfer reaction has been attempted presently with Pyrazinium
chloro chromate and pentaammine cobalt(IIl) complexes of a-hydroxy acids in the
presence of CTAB medium and also in the absence of CTAB medium. The reaction
exhibits second order kinetics and in the case of mandelato complex the amount of
cobalt(III) reduced corresponding to nearly 20% of initial concentration and the amount
of cobalt(Il), aldehyde and CO, formed 20% while nearly 70% of its converted to keto
acid cobalt(IIT) complex. There will be increase in rate when concentration detergent
as increases. Added CTAB enhance the rate of oxidation of reaction much more than
without micellar medium. Similar trend has been observed in lactato and glycolato
cobalt(IIl) complexes.

The rate of oxidation PyzCC of pentaammine cobalt(IIl) complexes of a-hydroxy
acids in micellar medium is first order kinetics each in cobalt (III) and chromate induced
electron transfer in [(NHj)sColII-L]** complexes of a-hydroxy acids readily yields
100% of cobalt(Il) with nearly 100% of C-C bond cleavage products suggesting that
it behaves mainly as one equivalent oxidation in micellar medium with unbound ligand
also it behaves only as C-C cleavage agent rather than C-H cleaving agent.
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Abstract

Objective of this paper, a new method is developed to solve the game matrix in
neutrosophic environment and evaluation matrix is constructed followed by Score
functions have been defined and applied Max-Min principle in the score function
to find the value of the game and numerical example has been given in support of
the solution method.
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1. Introduction

In every competitive situation, it is often required to take the decision where there
are two or more opposite parties with conflicting of interests and the action of one
depends upon the action which is taken by the opponent. A variety of competitive
situation is seen in real life society like, in political campaign, elections, advertisement,
marketing, etc. Game theory is a mathematical way out for describing the strategic
interactions among multiple players who select several strategies from the set of
admissible strategies. In 1944, Von Neumann and Oscar Morgenstern [1] introduced
game theory in their most pioneer work “Theory of Games and Economic Behavior™.
Since then many diverse kinds of mathematical games have been defined and different
types of solution methodologies have been proposed. The participants in the game are
called the players. During the past, it is assumed that all the information about game
is known precisely by players. But in traditional game theory, the precise information
about the game is more difficult to collect due to the lack of information about the
exact values of certain parameters and uncertain measuring of several situations by
players. To overcome these types of situation, the problem can be formulated using the
concept of uncertainty theory and the domain of payoffs are considered from uncertain
environment like fuzzy, interval, stochastic, fuzzy-stochastic environment etc. In such
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cases fuzzy set theory is a vital tool to handle such situation. Fuzzy set Zadeh (1965)
introduced an effective way to model data uncertainty by defining membership function
in the range of [0,1]. the fuzzy set has demonstrated a good performance in handling
data uncertainty by using membership function, they failed to handle non-membership
degree and indeterminacy membership degree.

Intuitionistic fuzzy set (IFs) introduced by Atanassov (1986) is an extension of fuzzy
set in order to overcome the lack of knowledge about the non-membership degree.
It is characterized by a membership degree and a non-membership degree functions.
TOPSIS has been extended to solve MCGDM problems with intuitionistic fuzzy data.
Pramanik (2011) studied the teacher selection in intuitionistic fuzzy environment.
Intuitionistic fuzzy TOPSIS has been used for the employee performance appraisal by
Yinghui (2015). However, the intuitionistic fuzzy set can handle the membership degree
and the non-membership degree, it can’t handle problems involving indeterminate and
inconsistent information.

Neutrosophic set (NS) first introduced by Smarandache (1999) in order to handle
the problems with indeterminate and inconsistent information. NS is a generalization of
crisp sets, fuzzy sets, intuitionistic fuzzy sets, interval-valued fuzzy sets, and interval-
valued intuitionistic fuzzy sets. NS is characterized by three membership functions,
Truth membership function (T), Indeterminacy membership function (I), and Falsity
membership function (F). NS is difficult to apply in real problems, so the single-valued
neutrosophic set was introduced by Wang (2010) to be applied to real scientific and
engineering situations. Biswas (2016) extended TOPSIS method to solve multi-attribute
group decision making problem under SVN environment. MCGDM problems can
include more than one participant, each of them needs to take the best decision, so
competition may appear between these participants. Game theory is a powerful tool
which used to handle the competition situations between two or more participants. A
game is a formal description of a strategic situation.

This paper is organized as follows: Section. 2 briefly introduces some basic
preliminaries related with neutrosophic sets. In Section. 3 Principles of game theory are
included in Section. 4. The proposed approach for solving the problem with uncertainty
and competition is introduced in Section. 5. A numerical example is illustrated in
Section.6. Finally, conclusions and future work are pointed out at the end of this paper.

2. Preliminaries
2.1. Neutrosophic Set

Let U be the space of points (or objects) with generic element x. A neutrosophic set A
in U is characterized by a truth membership function 74, and indeterminacy function
I, and a falsity membership function F,, where Ty, I, and F, are real standard or
non- standard subsets of |70, 17, i.e.,, supTy : X —]70,17[, supF, : X —]70,17[,
suply : X —]70,17[.
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X
A neutrosophic set A upon U as an object is defined as =
g P : Ta() 12 (x). Fa(x)
Y xevU , where Ta(x),I4(x) and F4(x) are subintervals or union of
TA’ IA’ FA

subintervals of [0, 1].

2.2. Algebraic Operations with Neutrosophic Set
For two neutrosophic sets A and B,

(a) Complement of A

A/:{T;F|T:1—TA,I:l—IA,F:l—FA}

(b) Intersection of A and B

X
T,I,F

AﬁB:{ |T:TATB,I:IAIB,F:FAFB}.

(¢) Union of A and B

X
T,I,F

AuBz{ |T=TA—l—TB—TATB,I:IA—i—IB—IAIB,F:FA—l—FB—FAFB}.

(d) Cartesian Product of A and B

AxB= r Y | ea—2 B!,
TA,IA’FA TBa IB’ FB TA,’IA’FA TB’ IBa FB

(e) Ais asubset of B

ACBY —Y  cAand —2

——— e B, T, <Tp Iy =15 Fs = Fp.
Tads, Fs Ty, Iy, Fg AmTRIAZIRTAZ TR

(f) Difference of A and B

X

mﬁ:{TIF

b o

|T=U—HHJ=Q—QQF=&—EJ%.

3. Neutrosophic Matrix Game

Let A; (i = 1,2,3,...,n) and B; (j = 1,2,3,...,m) be pure strategies for players A
and B, respectively. If player A adopts the pure strategy A; (i.e., the row ) and player B
adopts pure strategy B; (i.e., the column), then the pay-off for players is expressed with
the Neutrosophic number (74 (x), I4(x) and F4(x)).
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3.1. Pure Strategy

Pure strategy is a decision making rule in which one particular course of action is
selected. For fuzzy games the min - max principle is described by Nishizaki [2]. The
course of the fuzzy game is determined by the desire of to maximize his gain and that
of restrict his loss to a minimum.

3.1.1 Definition (Saddle Point):

The concept of saddle point in classical form is introduced by Neumann [12]. The
position of the pay-off matrix will be called a saddle point, if and only if, We call the
position of entry a saddle point, the entry itself, the value of the game (denoted by) and
the pair of pure strategies leading to it are optimal pure strategies.

3.2. Solution Procedure of Neutrosophic Game:

To solve Neutrosophic game, first we have calculated the Evaluation Matrix for each
alternative. Using the elements of Evaluation Matrix for alternatives Score function
(S;) matrix has been calculated. By applying Max-Min principle method is described
by Nishizaki [2] in the Score function matrix (S;;), then find the value of the game.

4. Algorithm for Neutrosophic Game:
Step 1. Construct the Neutrosophic game matrix D = (C;;)

mxn *

Step 2. Determine the Evaluation Matrix of the job J; as E (J;) = [Tj-i, T} |, where

L (Ta L, 1 - Fy, + 1,
_ 2 2

Ji T i = TJij + I-/ij 1 — F-Iij + I-Iij
max
2 2

Step 3. Compute the Score function S (J;;) of an alternative

(Twthy (1 — Fy, + 1,

u 2 2
S (Jij) =2 (TJ,»,» - TZ]) =2 T, +1, 1—F, +1, ;
min (—” 5 ”) (—2, ”)

where 0 < S (J;;) < 1.
Step 4. By applying Max-Min principle method in the Score function matrix (),

Step 5. Find the value of the game.
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5. Numerical Example

Let us consider a Neutrosophic game, the matrix contains neutrosophic elements
denoting pure strategies for players A and B respectively.

B, B, B;

[[0.75,0.39,0.1]  [0.8,0.6,0.5]  [0.4,0.8,0.45]
[0.6,0.5,0.25] [0.75,0.9,0.05] [0.68,0.46,0.2]
[0.8,0.4,02]  [0.45,0.1,0.5] [0.1,0.5,1.0]
[04,0.6,03]  [0.5,04,0.8]  [0.5,0.6,0.9]

Solution:
Evaluate E (J;) as the evaluation function of the job J; as

E(7) = [11.73]

where

2 2

T, + 1, | —Fy, + 1,
max (| ——— _
2 2

Therefore elements of the Evaluation matrix for alternatives.

[0.57,0.645]  [0.7,0.725]  [0.6,0.675

(] = [0.55,0.625] [0.825,0.925] [0.57,0.63
it [0.6,0.6]  [0.275,03] [0.25,0.75
[0.5,0.65]  [0.3,045] [0.35,0.55

T;. +1;. 1—-F; +1;.
min (L J,,) ( I J,,)
1 u
[TjiTji] =

—

Compute the Score function S (J;;) of an alternative

T, +1;. 1—-F; +1;.
ma [ J,,) ( T J,,)

. 2 2
S (Jij) =2 (TJ,-,- - Ti—,») =2 T, 11, 1—-F, +1L.\ |-
min ( 1y 2 1y > ( éf 1y >

where 0 < § (J;;) < L.
Therefore elements of Score function matrix will be as follows-

0.15 0.05 0.15
0.15 0.2 0.12
00 0.05 1.0
03 03 04

S (Jij) =

Solving S (J;;) by Max-Min principle,
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B, B, B;  (Row Min)

A 0.15 0.05 0.15 0.05
Ay 0.15 02 0.12 0.12
As 0.0 005 1.0 0.0
Ay 03 03 04 0.3

(Column Max) 03 03 04

Min (Column Max) = Max (Column Min) = 0.3.
The Saddle points are (A4, By ) and (A4, B>).
The value of the game is 0.3.

6. Conclusion

In this paper, a matrix game has been considered with pay-off elements as Neutrosophic
set. There is a scope to try different type defuzzication like ranking method to find the
score function. Our new approach gives a strategic solution and value of the game as an
Neutrosophic set. The example given, establishes the theory on strong ground. It has
strong impact on modern socio economic structure where conflicting interests exist.
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In this study, a single valued neutrosophic number has been presented in a new
direction so that a decision maker has a scope of flexibility to choose different
numbers in their study. Its structural characteristics are also studied here. Then
this kind of number has been converted into a numeric value by means of a
parameter (whose value is pre-assigned) to practice in real fields and using this,
a ranking function is defined to compare two or more single valued neutrosophic
numbers. In continuation, an assignment problem and its solution methodology
have been developed in neutrosophic environment. Two real problems are solved
to demonstrate the proposed method.
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1. Introduction

Decision makers will have to go through an uncertain atmosphere in some cases
whenever taking a decision in real world problems with incomplete and imprecise
information since our daily life activities are being complicated from day to day.
Classical set theory is not suitable to handle that situation as it only indicates whether
an element either belongs or not to a set. Although the probability theory was an age old
tool but the theory of fuzzy sets [15], the theory of intuitionistic fuzzy sets [2] brought a
nice opportunity in that concern. Fuzzy set theory provides the degree of belongingness
of an element whereas intuitionistic fuzzy set theory gives the degree of belongingness
as well as the degree of not belongingness of an element. Both the theories are widely
practiced in vague and uncertain atmosphere from their initiation.

To deal with uncertainty more precisely, Smarandache [11, 12] generalised the
intuitionistic fuzzy set to neutrosophic set (NS). In neutrosophic logic, each object
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is characterized by a triplet (7, I, F) where T,I,F respectively refer the truth-
membership value, the indeterminacy-membership value and the falsity-membership
value. Intuitionistic fuzzy set theory can not provide the indeterminate information of
an object. In NS theory 7,1, F €]70, 1*[ and they are independent each. Accordingly,
the limitation ‘O < membership value + non-membership value < 1’ in intuitionistic
fuzzy set theory was replaced by ‘—0 < supT + sup/ + sup F < 3" in NS theory.
In order to practice the NS theory in real field, Wang et al. [13] brought the concept of
single valued neutrosophic set where T, I, F € [0, 1] only.

The notion of ranking of fuzzy numbers and intuitionistic fuzzy numbers is being
widely practiced in decision making and optimization theory over a last few decades.
Chen [4] proposed a fuzzy assignment model and proved some related theorems. Lin
and Wen [7] solved an assignment problem with fuzzy interval number costs. Deli and
Subas [5] have presented a ranking method of neutrosophic number and applied it to
multi-attributive decision making problems. Some different kinds of ranking technique
[6, 8, 10, 14] in decision making are reported here.

In the present paper the concept of single valued neutrosophic number (SVN-
number) has been introduced in a different mode along with the study of its structural
characteristics. Then a model of assignment problem with its solution methodology
have been developed in neutrosophic environment. The proposed work are also
demonstrated by two real problems. Organisation of this paper is as follows.

Some preliminary useful definitions are placed in Section 2. The concept of SVN-
number has been introduced in a different way in Section 3. In Section 4, a model
of assignment problem in neutrosophic environment has been presented with proper
demonstration by two real problems. Finally, the conclusion of the present work has
been drawn in Section 5.

2. Preliminaries

We recall some necessary definitions and results to make out the main thought.

Definition 2.1 (11). An NS B over the universe U is characterized by a triplet
(Tg, I, Fp) respectively called truth-membership function, indeterminacy-membership
function and falsity-membership function where Tg,lg, Fg are real standard or
nonstandard subsets of 70,1 [ i.e., Ty, Iy, Fg : U —] 0,17[. Here 1" = 1 + ¢,
where 1 is its standard part and € is its non-standard part. Similarly ~0 = 0 — €, where
0 is its standard part and € is its non-standard part. Thus the NS B is defined as : B =
{u, Tp(u), Ig(u), Fp(u)):ue U} with~0 < sup Tp(u) + sup Ig(u) + sup Fp(u) < 3.

Definition 2.2 (13). In an NS B over U, if the components Tp(u),I(u) and F(u)

are all real standard elements of |0, 1] for u € U, then it is called a single valued
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neutrosophic set. Thus it is defined as : B = {{u, Tg(u), Ip(u), Fp(u)) : u € U} with
Tp(u), Ig(u), Fg(u) € [0,1] and 0 < sup Tg(u) + sup Iz(u) + sup Fp(u) < 3.

Definition 2.3 (3). Let B be an NS over the universal set U. The (a, B, y)-cut of U
is denoted by B, g, and is defined as : Bug, = {u€ U : Tg(u) = a, Ig(u) <
B, Fp(u) <y} wherea,B,y € [0,1]withO < a+B+vy < 3. Clearly, it is a crisp subset
U.

Definition 2.4 (1). A fuzzy number A consists of a pair (AL, Ag) and satisfies the
followings:

(i) Ay is left continuous function and bounded monotone increasing.
(ii) Ag is right continuous function and bounded monotone decreasing.
(iii) Ap(r) < Ag(r),r € [0, 1].

A trapezoidal fuzzy number B is expressed as (a, b, a, 8) where [a, b] is interval
defuzzifier and a(> 0), B(> 0) are respectively called the left fuzziness, right fuzziness.
The support of Bis (a — a, b + B) and its membership function is:

(1
—(x—a+a), xela—a, al,
a
1, X € |a, b|,
B(x) =1 1 la. ]
B(b—x—i—ﬁ), x € [b, b+ P,
L 0, otherwise.

In parametric form B, (r) = a —a + ar, Bg(r) = b+ — Br.
For arbitrary trapezoidal fuzzy numbers A = (A;, Ag),B = (B, Bg) and scalar
k > 0, the addition and scalar multiplication are defined by:

and
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3. Single Valued Neutrosophic Number

In this section, the concept of SVN-number is presented in a new direction along with
the study of its characteristics. Then a ranking function has been constructed in order to
compare the SVN-numbers.

Definition 3.1. An SVN-number a = {[a1, by, o1, m], [as, by, 02, 2],
las, b3, 03, 3]} is one kind of NS defined over the set of real numbers R where o;(> 0),
n:(> 0) are respectively the left spreads, the right spreads and |a;, b;| are the modal
intervals of truth-membership, indeterminacy-membership and the falsity-membership
functions for i = 1,2,3, respectively in a. The truth-membership, indeterminacy-

membership and the falsity- membership functions are defined as follows:

1
— (x—ar+o1), a—o <x<a,
(%3]
1, x € |ay, by,
Ta(X) = < 1 [ ! 1]
n—(bl—x+m), b1<X<b1+771,
1
| 0, otherwise.
1
— (a; — x), a, — oy < x < ay,
(o)
0, X € |ay, by,
Lx) =3 [z, 2]
n—(x—bz), by < x < by + o,
2
\ 1, otherwise.
(1
— (a3 — x), a3 — o3 < x < as,
g3
0, x € |az, b3,
F;l()C) = < 1 [ . 3]
77_<x_b3)’ by < x < bs + 13,
3
1, otherwise.
In  parametric  form, an  SVN-number & consists of three

pairs (T2, TY), (L., 1Y), (FL, F*) of functions T%(r), T'(r), I.(r), I*(r), FL(r), F(r),
r € [0, 1] and satisfies the following requirements.

(i) T!, I, F“ are continuous function and bounded monotone increasing.

Gi) T“ I, F fl are continuous function and bounded monotone decreasing.

a’-a’

(i) T4(r) < T¥(r), I,

a a

(r) = I(r). Fa(r) = Fi(r)
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with TL(r) = a) — oy + o7, TE(r) = by + 1y — s I(r) = ay — oor, IE(r) = by + mor
and F.(r) = a3 — o3r, F*(r) = by + msr-.

Definition 3.2. An SVN-number a is called an SVTN-number if three modal intervals
in a are equal. Thus C = {[ay, by, o1, 1], [ao, bo, T2, M), [a0, bo, 03, M3]) is an
SVTN-number.

Let a = {[a, d, o, m], [a, d, o2, W], [a, d, o3, p3]) and b =
(b, V', &, 61], |b, V', &, &), [b, V', &, 63]) be two SVIN-numbers. Then for any
real number x,

(i) Image of a :
—i=([-d, —a, m, o], [=d, —a, m, 0], [=d’, —a, 13, o3]).
(ii) Addition :
a+b = {a+b, d+b,o+&, m+6] [a+b, d+V, o0+ &, m+ 6l
[a+b, d +V, o5+ &, 13 + 83]).
(iii) Scalar multiplication:

{[xa, xd', xoy, xm1], [xa, xd', xo>, xn2],[xa, xd', xo3, xn3]),
for x >0
{[xd', xa, —xny, —xo1], [xd', xa, —xn,, —x072], [xd', xa, —xn3, —x03]),
for x < 0.

Definition 3.3. An SVIN-number a is called an SVTrN-number if the modal interval in
a is reduced to a modal point i.e., if the end points of the modal interval are equal. Thus

a = {ao, o1, mllao, o2, M), |ao, o3, n3]) is an SVIrN-number.

Definition 3.4. 1. The zero SVTN-number is denoted by 0 and is defined as :
0 = (]0,0,0,0],[0,0,0,0],[0,0,0,0]>.
2. The zero SVIrN-number is denoted by 0 and is defined as :
0 = ([0,0,0], [0,0,0], [0,0,0]).

Definition 3.5. The values of each component corresponding an SVN-number a =

{ai, by, o1, m),|az, ba, 02, M2, a3, b3, 073, m3]) is calculated here using cut set.
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1. Any a—cut set of the SVN-number a for truth membership function is denoted by

a, and is given by a closed interval as:

Gy = [a; — oy + o1, by + 1 —ma]  for a€]0,1].

The value of a for a-cut set is denoted by vr(a) and is calculated as:

1
vr(a) = L [(a) — o1 + o1@) + (b1 + 11 — ma)]f(a)da
= é(3a1 +3b; — 0o + I]]),

taking f(@) = a, where f(a) € |0, 1], f(0) = 0 and f(a) is monotone increasing
fora e [0,1].

2. Any B-cut set of the SVN-number a for indeterminacy membership function is

denoted by @ and is given by a closed interval as :

& = ay — 0B, by +mB] for Be]0,1].

The value of a for B-cut set is denoted by V;(a) and is calculated as :

ww>=ﬁjwz—aw>+au+nﬁﬂamﬂa
1
=3

taking g(B) = 1 — B, where g(B) € [0,1],g(1) = 0 and g(B) is monotone
decreasing for B € |0, 1].

(3ay + 3b, — oy + 12),

3. Any y—cut set of the SVN-number a for falsity membership function is denoted by

va and is given by a closed interval as :

Ya = laz — o3y, by +my] for ye]0,1].

The value of a for y-cut set is denoted by vr(a) and is calculated as:
1
Vi@ = [ Tlas—29) + oy + ) li)dy
0

1
= ¢ (3as + 363 — 5 + 1),

taking h(y) = 1 — vy, where h(y) € [0,1], h(1) = 0 and h(y) is monotone
decreasing fory € [0, 1].
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Definition 3.6. For 6 € [0, 1], the 8-weighted value of an SVN-number b is denoted by
Vo(b) and is defined as :

Vo(b) = 0"V (D) + (1 — ")V, (b) + (1 — 6"V (D),

n being any natural number.
Thus, the 0-weighted value for the SVN-number a stated in Definition 3.5 is:
1
V@(zl) = 6 [(3611 +3b—0 -|-171)9”-|- (3a2—|—3b2—0'2+772) ( 1 —9") + (303 +3b3—0; —H73) (1—6”)
Proposition 3.1. The 6-weighted value obeys the following disciplines for two S VN-

numbers a, b.

(i) Vo(a+b) = Vy(@) + V().
(ii) Vo(ua) = uVy(a), u being any real number.

(iii) Vy(a — a) = V(0).
(iv) Vy(a@) is monotone increasing or decreasing or constant according as Vr(a) >
Vi(a) + Vr(a) or Ve(a) < Vi(a) + Vr(a) or Ve(a) = Vi(a) + Vr(a) respectively.

Proof. We shall prove (iv) only. Remaining can be easily verified by taking two

arbitrary SVN-numbers. Here,

V(@) = 0"Vy(a) + (1 — @)V,(@) + (1 — @) Ve(a)

dVy(a
%) g V2(@) — (V@) + V(@)
. dVy(a) N N N .
Since 6 € |0, 1], so 0 < 0 when [Vr(a@) — (vi(a) + Vr(a))] >, < O respectively.
dVy(a
For 6 € (0, 1], we have ;éa) = 0 when [Vr(a) — (Vi(a) + Vr(a))] = 0. This clears
the fact. m]

Definition 3.7. Let SVN(R) be the set of all SVN-numbers defined over R. For 6 € |0, 1],
a mapping Ry : SVN(R) — R is called a ranking function and it is defined as:
Ro(a) = Vy(a) forae SVN(R).
An useful method for comparing of SVN-numbers is by practice of ranking function.

For a,b € S VN(R), their order is defined as follows :

Vo(@) > Vg < a > Ry

Vo(a) < Voo a< Ry

Vo(a) = Vy = a = Ryb.
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Proposition 3.2. Consider two SVTN-numbers

¢ = <[‘x’ y’ 0-1 > 771], [x’ y’ 0-23 772]’ I:x, y, 0-3, 7]3]} and d~ ==
<[p’ q, wi, fl]’[p’ q, Wy, 62]’[17’ q, ws, ‘;:3]} with [)C, y] = [p’ CI] Then ¢ > %Hdlﬁ
the followings hold.

(i) (m + wi) > (o + &) foro = 1.

(ii) (m2+m3) + (w2 + w3) > (02 + 03) + (& + &) for 6 = 0.
Proof. (1)

m+w; >0+ &
< —o1) > (1 —w)
em—0)f" > (& —w)f" (asb=1)

<m —o)0" +{(m—02) + (13— o3)}(1 - ")
> (61 — w1)0” + {(fz - a)z) + (§3 — a)3)}(1 - 9”) (as 0= 1)

@é[(&c +3y 4+ —0)0" +{Bx+3y+m—02)+ Bx+3y+n—03)}(1 —6")]
> é[(3p +3¢+& —w)l +{Bp+3g+&E —w)+ Bp+3g+& —ws) (1 —6")]
(as [x, y] = [p. q])

<Vy(€) > Vy(d) = ¢ > Red with [x, y] = [p, q].
(ii)

(m2 +7m3) + (w2 + w3) > (02 + 03) + (&2 + &)
{(m—02) + (13 — 03)}(1 = 0") > {(&2 — w2) + (63 — w3)}(1 = 6") (as 6 = 0)
<(m —01)0" +{(m —02) + (13 — 03)}(1 = 6")
> (6 — )"+ {(& —w2) + (& —w3)}(1 - 0") (as 6 = 0)
@é[(3x +3y+m —0)0"+{(Bx+3y+m—02)+ Bx+3y+n—03)}(1 —6")]

6[(3” +3g+ & —w) +{Bp+3q+& —wr) + Bp+3g+ & —ws) (1 —6")]

(as [x, y] = [p, q])
<Vy(¢) > Vo(d) = ¢ > Red with [x, y] = [p, q].

Similar conclusion can be drawn in case of SVTrN-numbers. m]
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4. Assignment Problem with Neutrosophic Costs

An assignment problem in crisp sense can be defined by an n x n cost matrix of real
numbers as given in Table 1 which assigns men to jobs, jobs to machines etc. It is
also assumed that one person can perform one job at a time and thus all the jobs will
be assigned to all available persons and so on in other cases. The problem is optimal
if it minimizes the total cost or minimizes the total time or maximizes the profit of
performing all the jobs. where c;; is the cost of assigning the 7™ job to the i person.
Mathematically, the problem can be put as :

Table 1: Tabular Form of Assignment Problem.

JOBS
Ji Y T A
Py ¢ cp ¢z -0 o Cn
P, o Cp C3 =+ O
PERSONS : "
Pn Cnl Cn2 Cn3 e e Cnn
Determine x;; = 0,7, j = 1,2,--- ,n which
n n
optimize 7 = ZZCUXU
i=1 j=1
such that
n
injzl,l <l<l’l
j=1
and
n
Z)Cij: 1,1 <]<l’l
i=1
with

v 1, if the /™ job is assigned to the i person
Y1 0, otherwise.

Now if we consider the costs ¢;; as SVN-numbers (we write &;;), then the total cost

7=Ry Z Z a;jx;; becomes an SVN-number. Then, we can not apply the crisp concept
i=1 j=1
directly to optimize it. We shall adopt the following technique for that.
(Solution approach of assignment problem with neutrosophic costs)
We now develop a method to find a solution of this class of problem. In the present
study, the costs in assignment problem are taken as S VN-numbers. We shall first find
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the 6-weighted value function of each neutrosophic cost and thus we shall get a crisp
cost matrix from a neutrosophic cost matrix for a pre-assigned 6. Now applying the
computational procedure in crisp sense, we get optimal solutions of the assignment
problem. Consequently the optimal value of the original problem can be calculated as:

n n
Ro D, D,

i=1 j=1

ru
|

which gives a numeric value using 6-weighted value function for that 6.

Definition 4.1. An SVN-number is said to be constant if it is 0 independent after

transforming it into a 6-weighted value function.

For if b = (|5,8,3,43],[5,8,2,2],[5,8,1,2]) is a constant SVTN-number as
Vy(b) = 13.17 (approx) whatever the value of 6 is.

Theorem 4.1. If a constant S VN-number be added to any row and /or any column of the
cost matrix of an assignment problem in neutrosophic environment, then the resulting

assignment problem has the same optimal solution as the original problem.

Proof. Let [a;;] be the cost matrix and suppose two constant SVN-numbers &;, B i be
added to the i-th row and j-th column respectively for 1 < i,j < m. Let [a;] be

the new cost matrix where Zz;j ai;j + a; + ,5 ; and the two objective functions be

m

Z/:RHZ 3 a. x,]=>V9 (ii&;jxij>
—1 /=1

i=1 j=1

=Vy(7) = Z Z Vol (@i + @ + Bj)xij]

:>V9(Z) Z Vg (l,JX,] + ZZ VG @; xl] + ZZ VO(ﬁJle

i=1 j=1 i=1 j=1 i=1 j=1

,xl,) o (i z) o (i zﬁ)

i=1 j=1

J

~N

g

|

=
I/~
=
=

Ql
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=Vy(Z) = Va(2) + Vs <’Zn: @ii)@) + Vy (m Ji”i)

=1 j=1 =1

:>V9(Z’) = VQ(Z) + Vy <Zd’l> + Vi <ZBJ> as [Z Xij = Xij = 1]
i=1 j=1 i=1 =1

m

=Vy(7 —2) = i )—i—ZVg(Bj)

j=1

=Vo(# —2) =Kk +¢ [fori"e(“l B i ]

i=1

Thus the two objective functions Z’ and Z differ by a constant not involving any decision
variable x;; and so the original problem as well as the new problem both attain same

optimal solution. O

S. Numerical Example

Here, assignment problems with the costs as both SVTN-numbers and SVTrN-numbers
have been solved by use of proposed method. For simplicity, we define the 6—weighted
value function for n = 1 in rest of this chapter.

Example 5.1. A car owner wishes to run his three buses (B, By, Bs) in three different
routes (Ry, Ry, R3). The maintenance cost of each bus per kilometer in three different
routes is given by the following cost matrix [a;;] whose elements are SVIN-numbers.

Allot the route for each bus so that the maintenance cost in aggregate becomes minimum.

Ry R, Rs
By (an an aps
laij] = By| @ G ax

B3y \ a3 a3 ass

where

10,13,3,6], [10,13,8,5], [10,13,2,9]),
8,11,4,6], [8.11,6,9], [8,11,5,10]),
5,9.3,5],[5.9.2.9],[5.9. 1, 12]),
4,7,3,9],[4,7,1,6],[4,7,2,8)]),
7,12,5,12],[7,12,4,8],[7, 12,3, 10]),

N
—_
w
l
N
| || || | |

6122—<



70 A Solution to Assignment Problems with Neutrosophic Costs

{9,10,2,7],[9,10,6,12],[9, 10,4, 5]),
{3.8,1,4].3,8,2,7],[3.8,2,2]),
{6.,7,4,9],[6,7,5,5],[6,7,2, 10>,

= ([12,18,10,2], [12,18,8,7], [12,18,5,9]).

an

azy

as

asz
The problem can be put in the following form:

MinZ = Ry ayxp1 +ainXiz +a13x13 + do1 Xo1 + X + dozXos + 31 X31 + A3pX30 + d33X33

such that

X1+ X2 + x3 = 1,
X1+ X1 + x31 = 1,
Xo1 + X2 + Xx23 = 1,
X2+ X2 + x32 = 1,
X31 + X3 + x33 = 1,

X134+ X3+ x33 = 1

with Xij € {O, 1}
The 6—weighted value for the SVTN-numbers are calculated as:

1 1 1
1 1 1

Vg(azl) = 6(77 — 389), Vg([lzz) = 8(125 — 619), Vg(fl23) = 8(121 — 599),
1 1 1

Vo(@s) = (71 =350),  Vi(an) = (86 —420),  Vy(ax) = (183~ 1016).

Assuming 6 = 0.8, we get the initial assignment Table 2 as follows (each entry taking
two decimal places):

Table 2: Initial Assignment Table

14.33 | 11.93 | 9.27
7.77 | 12,70 | 12.30
7.17 | 8.73 | 17.03

Now applying the computational procedure as in crisp environment, we find the
allocation of busses in different route with the optimal costs attained as follows :

By — R3, B, = R, Bs — R;.
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The optimal solutions are:
Xi3 = X1 = X32 = 1, x11 = X2 = X0 = x03 = x31 = x33 = 0.

and Min Z = Ryd 3 + @ + az which becomes Rs. 25.77 using #-weighted value
function for § = 0.8.

Remark 5.1. Depending on 60 chosen, the number of iteration in computational
procedure to reach at optimality stage may vary only but the optimal solution will remain
unchange. However, 0 plays an important role to produce the aggregate optimal value
of an assignment problem in neutrosophic environment. Since the total maintenance
cost of a bus depends on so many factors, we assume 0 as the degree of smoothness of

road condition in the present problem. Following Table 3 shows the variation of optimal

1
value with respect to different 6 in the Example 4.1. Here V(Z) = 6(265 — 1386).

Table 3: Table for Variation of Optimal Value

0 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Vo(Z) | 4417 4187 39.57 3727 3497 32.67 3037 28.07 2577 2347 21.17

Example 5.2. Four machines (M, M>, M3, M,) are available to perform four jobs
(J1, Ja, J3, J4) ina company. The machines M, and M5 can not perform the jobs J; and
Jy respectively. The adjacent matrix provides the approx required time (in minutes) to
perform the jobs by different machines (given in SVIN-numbers and SVITrN-numbers).

How would the jobs be allotted to minimize the total time. Provided that one machine

will perform one job only.
Ji Jo J3 J4
M, [ an an —— au
- My | Gy Gy Gz Gy

[a;;] = - - -
Ms| —— a3 azx G
My \ G4 Ga Qa3 Gas
where

an =<[5,8,4,3].[5,8,1,9],[5.8,2,6]),
ar = ¢[10,8,2],[10,2,8],[10,5, 13]),
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a = {[7,11,2,5], [7,11,5,9], [7,11,1,7]),
ay = {[15,8,9], [15,4,11], [15,6,10]),
an = ([3,7,2,4],[3,7.2,6],[3,7, 1, 10]),
ax = ([5,8,4,10],[5,8,3,12],[5,8,2,9]),
ax = ([6,5,8],[6,2,9],[6,3,5]),
az = ([10,14,8,7],]10, 14,6, 10],[10, 14,3, 4]),
as = ([9,2,3],[9.1,5].[9,3.8]),
ass = ([8,12,6,5],[8,12,4,10],[8,12,5, 11]),

— ([8,4,8],[8,2,3], 8,5, 10]),

— ([9,13,2,5],[9,13,7,8],[9, 13,5,9]),
ass = {[7,11,6,5], [7,11,4,3], [7,11,2,8)),
das = ([12,10,4], [12,7,6], [12,3,3]).

Since the machines M, and M3 are unable to perform the jobs J3 and J; respectively,
so we can assume two SVN-numbers (@3 and a3;) whose 6-weighted value functions
provide very large time in the cells (1, 3) and (3, 1) respectively.

ai; = {([16,30,2,9], [16,30,8,15], [16,30,7, 11]),
ay = ([18,22,6,13], [18,22,3,17], [18,22,9,28]).

Then the problem can be put in the following form:

Min Z = Rep@y X1y + @1pX12 + 13X13 + @1aX14 + 21 X21 + A X + 023X23 + GoaXos
az1X31 + A3Xx3 + A33X33 + A34X34 + Aa1X41 + AgpXap + A43X43 + AaaXa4
such that x;; + x120 + x13 + x4 = 1,
X1+ X1 + x31 + x4 = 1,
Xo1 + X2 + Xo3 + X4 = 1,
Xi2 + X0+ X3+ X0 =1,
X31 + X3 + X33 + X34 = 1,
X13 + X3 + X33 +x43 = 1,
X41 + Xao + X43 + X44 = 1,
Xi4 + Xo4 + X34 + X44 = 1
with Xij € {O, 1}

The 6-weighted value for the SVTN-numbers are calculated as:

1 1
Vo(a1) = =(90 — 526), V(@) = ¢ (134 — 806),

o
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Vo(ars) é(287 _ 1420), Volans) é(118 _610),
voldnr) = é(191 ~ 1000), o) é(73 _ 410),

Vi(dns) — é(94 _ 490), volding) = é(51 _ 420),

Vo(as) é(zn _ 1460), V() é(149 _786),
Vy(as) é(m _ 620), Vo(ass) — é(m _730),
voldiar) = é(lOZ _ 500), o) = é(m _ 686),
V(as) é(m — 606), volliaa) = é(143 _776).

Taking 6 = 0.4, we get the initial assignment Table 4 as follows (each entry taking two
decimal places):

Table 4: Initial Assignment Table

11.53 17 | 38.37 | 15.6
25.17 | 9.43 | 12.40 | 10.70
35.77 | 19.63 | 15.37 | 17.13
13.67 | 18.30 | 14.83 | 18.70

The computational procedure in crisp environment of Table 4 gives the final iteration
as in Table 5.

Table 5: Optimal Assignment Table

0 3.82 | 25.68 | 1.15
1739 | O 3.46 0
21.56 | 3.77 0 0

0 2.98 0 2.11

Thus we get the allotment of jobs to the machines with a total minimum time taken
as follows :

M, — Ji, My — Jo, M3 — J4, My — Js.

The optimal solutions are:
Xi1l = X = X34 = X43 = 1, X120 = X13 = X14 = X201 = X03 = Xo4 = X31 = X3p = X33 =
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X41 = Xa0 = X44 = 0. and Min Z =g, a1 +ax + aszs +asz which becomes 52.93 minutes
using 6-weighted value function for 6 = 0.4.
(Sensitivity analysis in post optimization)
The variation of optimal time (taking two decimal places) with respect to different 6
1
given in Table 6 for the Example 4.2 Here Vy(Z) = 8(408 — 2266) where 6 denotes the

associate infrastructure facility provided by company, we claim.

Table 6: Table for Variation of Optimal Value

0 0 0.1 02 03 04 05 06 07 0.8 09 1

Vo(Z) | 68 64.23 6047 56.7 5293 49.17 454 41.63 37.87 34.1 30.33

6. Conclusion

In this paper, an SVN-number is presented in a new direction with the study of its
characteristics. A linear ranking function is then defined to compare two or more such
numbers. In continuation, a model of assignment problem is developed in neutrosophic
environment where each entry of cost matrix is an SVN-number. The proposed concept
is illustrated by two practical problems. The problems are stated and solved numerically.
In post optimization period, the sensitivity analysis of these problems also have been
performed with respect to different values of parameter. The fact has a nice significance
in any kind of system solvable by the proposed approach. The notion of ranking function
adopted here will bring a new arena in research and development of linear programming
problem and its associated field, we expect.
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Abstract
In this paper a fractional linear programming problem is solved in
Neutrosophic Environment. The proposed method for solving is based on modified
simplex procedure for fractional function. This method is explained details with
the help of Numerical illustration.

Keywords: Fractional Linear Programming Problem, Neutrosophic Environment,
Modified Simplex Procedure, Fractional Function.

1. Introduction

Fractional programming problem is that in which the objective function is the ratio
of numerator and denominator. These types of problems have attracted considerable
research and interest. Since these are useful in production planning, financial and
corporate planning, health care and hospital planning etc.

Algorithms for solving linear fractional programming problems are well known by
many. Charnes and Copper [1] replaces a linear fractional program by one equivalent
linear fractional program, in which one extra constraint and one extra variable has been
added. The usual simplex algorithm computes the optimum solution. Chadha-Caldile
[2] solves a system of linear of inequalities in which the objective function is expressed
as one of the constraint along with the given set of linear constraints of the problem.
Resently Tantawy [7] has suggested a feasible direction approach and a duality approach
to solve a linear fractional programming problem. Here our aim is to find the solution of
fractional programming problems in Neutrosophic environment (i.e. objective function
is the ratio of numerator and denominator of linear functions). For it, we use modified
simplex method. These methods are very easy to understand and apply.

Preliminaries are given in the next section. The steps of the proposed Modified
Simplex Algorithm in Neutrosophic Environment are presented. Numerical illustration
have been worked out in the paper and finally we present the references.
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2. Preliminaries

Definition 2.1 (Single Valued Neutrosophic Number). Let w,, u,,y, € [0, 1] be any
real numbers. A single valued neutrosophic number a = {< ay, by, cy >;Wa, Ug, Yo} is
defined as a special neutrosophic set on the real number set R, Whose truth-membership,

indeterminacy-membership, and a flasty-membership are given as follows:-

( (x — a)w,

b —a, (a1<x<b1)
w, (x =by)
Ha(X) = 4 (c) — X)wa (b < x <)
c —d] 15X C1
0 Otherwise
by —x+ux—a
( 1 a a( )) ( l<x<bl)
1 — a1
Uy, (x =by)
Ha(x) = 3 xX—b; +u,c —x
1 Otherwise
b - + a -
( 1 ); ya(x a)) (al <x< bl)
1 — i
Ya ()C = bl)
Ha(x) = 3 x—Dbyy,(c; —x
( Cllya_(dll )) (bl <x< Cl)
1 Otherwise

respectively.
If a; = 0 and at least ¢; > 0, then @ =< (ay, by, ¢1); Wa, Ug, Yo > is called a positive
single valued triangular neutrosophic number, denoted by a > 0.

Similarly, If ¢c; < 0 and at least a; < 0, then @ =< (ay, by, ¢1); Wy, Ug, Yo > is called
a negative single valued triangular neutrosophic number, denoted by a < 0.

An ill-known quantity of the range, which is approximately equal to b,

may be represented by a single valued triangular neutrosophic number a =

{{ar, by, c1) s Wa,s tay Ya -

Definition 2.2. Let &" = {{ai,bi,c1); Wa, ttg, Yo} and b" = {{az, by, c2) ; Wy, t, Y3} be

two single valued triangular neutrosophic numbers and y # 0. Then

1. &"+ 0" = {a; + ay, by + by, c1 + C2) s Wa A Wpy Uy N Upy Yo V Vi)
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2. @ —b" = {{a; — c2, b1 — by, c1 — @2) s Wy A Wy, Uy \ Up, Yo N Vi)
{{ar1a, b1ba, c1C2) s Wo A Whytty v Up, Yo N Vi), (€1 > 0,2 > 0)
3. @b =5 {{aic2,biba, €1a2) s Wa A Wiy N U, Yo v Yo} s (1 < 0,02 > 0)

{(Clcz,blbz,alaz> sWa AN Wp, Ug NV Up, Vg V )’b} ) (Cl <0,00 < 0)

b
{<a1 - Cl> Wa A Wp,yUg N Up, Vg V yb} ,(c1 > 0,c, > 0)
ay b2 C
a 611 b] Cl
4, — = SWa A Wp, Ul NV Up, Yo NV Yy ¢ (€1 < 0,00 > 0)
b (o)) bz a
Cl bl 611
s Wa A Wp,y Ut NV Up,Ya V Y ¢ (€1 < 0,0 < 0)
(&%) bz a
{(yal,ybm,yc Vs Ta A Thylag V i, Wa V Wy}, (y > 0)
5. ya" =
{(ycl, ybm,yal) Ty A Thylg V iy, Wy V Wy}, (¥ < 0).

2.1. Neutrosophic Linear Fractional Programming Problem
A maximization linear fractional programming problem may be stated as:

X'+ a
dx"+

Max.7" = (2.1)

wl

n

s.t AX" <
=

—~~—

(0,0,0);1,0,0}

Where ¥, 7", B" are Neutrosophic Single Valued Triangular Number.

3. Modified Simplex Algorithm in Neutrosophic Environment

Step: 1. Converts the inequality constraints to equations by introducing the non-
negative slack or surplus variables. The coefficients of slack or surplus variables are

always taken zero in the objective function.

Step: 2. Constructs the simplex table by using the following notations. Let X be the

initial basic feasible solution of the given problem such that

Ay =B"
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X,% _ EnA_l
Where B" =< (a,b, ¢); Wa, Uay Ya >,
Zl = CB)~CB + a

Z, = dpig + 8

where cg and dg are the vectors having their components as the coefficients associated
with the basic variables in the numerator and denominator of the objective function

respectively.

Step: 3. First we compute the values for 71,7, and z. Where

2= Z{(co — ef ficientofc;) x B"} + «
D= Z{(co — ef ficientofd;) x B"} + B
_a

22

Step: 4. To calculate A} row is cj — ZCB)?;; for each variable x;. In this way we

calculate the values 0fA§ rowisd;— Z dpXy for each variable x;.

Step: S. Now, compute the evaluation A; for each variable x; (column vector x;) by the

Aj = Zg (Cj —ZCBJ?%) —Zl (dJ —ng)?%)

Step: 6. To find the Entering variable, in the most positive value of A

formula

%)
Step: 7. Next we find the Minimum ratio column —.
Yij
Step: 8. Then we find the Leaving variable, to select the least positive value of the
Xii
Minimum ratio =~ column.
Yij
Step: 9. If all A; less than (or) equal to {(0,0,0);1,0,0}, the optimal solution is

obtained. Then we get the required solution. Finally stop the iteration.

Step: 10. Otherwise, continued in Step-(3) to Step-(9).
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4. Numerical Example

Problem 4.1. Find the solution of following linear fractional programming problem

5_ _Tit2h
max.t = ———<

2% — % +2
st — % +2% < {(1,2,3);0.6,0.5,0.3}

<
X1+ % <{(2,4,6);0.2,0.6,0.5}
X1, % = {(0,0,0);1,0,0}
Solution: The Objective function is,

X +2%+0x+0x%,+0
2% — X% + 0% + 0%y +2

max.Z =

After adding slack variables, X3 and X4, the constraints become
—X + 2% + % = {(1,2,3);0.6,0.5,0.3}

B4+ H = {(2,4,6):0.2,06,0.5)
X1, %2, %3, X4 = {(0,0,0); 1,0, 0}

Table:1.1
a=0 |c¢ j 1 2 0 0 Min.Ratio
BV | g=2 |d 2 | 1] 0] 0 il
_ Yij

)?B dB Cp B 551 )~CQ 5(?3 554

. {<1,2,3 >

50000 o6 0.5,0.3} Lpzp b0

. {i2,4,6{;

00 go060s | PO
Z O T A T AD T AD m
- S
2 Ay LA Ay | Ay Aj
z AL A | Ay | A A

In table 1.2 calculations are given below.
Zo= Y.efp+a=(0)({<1,2,3>:06,0503>})
+(0)({< 2,4,6 >:0.2,0.6,0.5}) + 0
— {<0,0,0>;0.2,0.6,0.5}
Z o= Y dp¥+pB=(0)({<1,2,3>:06,05,03})
+(0)({< 2,4,6 >;0.2,0.6,0.5}) + 2
= {<2,2,2>;0.2,0.6,0.5}
Z {<0,0,0>;0.2,0.6,0.5}

- U — {<0,0,0 >;0.2,0.6,0.5
¢ % {<2,2,2>;02,06,05} { }
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AE.I) zcj—ZcB)?B

AV =1 [(0)(~1) + (0)(1)] =1
Ay = z ~[(0)(2) + (0)()] =2
AV =0—[(0)(1) + (0)(0)] =0
Al =0-[(0)(0) + (0)(1)] =0
A _dj—ZdeB

AY =2 —[(0)(~1) + (0)(1)] =
A = =1 [(0)(2) + (0)(1)] =
A =0~ [(0)(1) + (0)(0)] = 0
A5 —o [(0)(0 >+<o>§)1>]=o

A; _ZZXAS.)—Zl XAJ
A =({<2,2,2>;0.2,0.6,0.5})(1) —
={<2,2,2>;0.2,0.6,0.5}
= ({<2,2,2>;0.2,0.6,0.5})(2) —
= {<4,4,4>;0.2,0.6,0.5}

({<0,0,0 >;0.2,0.6,0.5})(2)

({<0,0,0 >;0.2,0.6,0.5})(—1)

Ay = ({<2,2,2>;0.2,0.6,0.5})(0) — ({< 0,0,0 >;0.2,0.6,0.5})(0)
= {<0,0,0>;0.2,0.6,0.5}
Ay = ({<2,2,2>;02,0.6,0.5})(0) — ({< 0,0,0 >;0.2,0.6,0.5})(0)
= {<0,0,0>;0.2,0.6,0.5}
Table:1.2
a=0 cj 1 2 0 0 Min.Ratio
BV| p=2 | 4 2 . 0 0 :l
1]
ig | dp| cp| B X % i3 i -
{(1,2,3); {< 5.1, >
: 10 0.6,0.5,0.3} ! : : 0 046,20.54,0243}
~ {<2.4,6>; {(2,4,6);
o oo 0.2,0.6,0.5} ! ! 0 ! 02,0.6,0.5}
- o ' : ; ;
R S EN CR DR T
z= {(0,0,0); {2,2,2); {(4,4,4); {(0,0,0); {(0,0,0); N
0.2,0.6,0.5} 0.2,0.6,0.5} 0.2,0.6,0.5} 0.2,0.6,0.5} 0.2,0.6,0.5} J

Since 7, = {(0,0,0);0.2,0.6,0.5},
% = {(2,2,2);0.2,0.6,0.5}
and % = {(0,0,0);0.2,0.6,0.5} .

Therefore A; = ({(2,2,2);0.2,0.6,0.5}) x AEI) as shown in table 1.2. Entering
variable is ¥, and Leaving variable is X3. in table 1.2 Go to next table.

In table 1.3 calculations are given below.
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= [00(3) 0 ()]
=—1—j[< (1) + (0)(0)] = =0
o) o)
—0—[(=1)(0) + (0)(1)] =0
~XA51) Z1><A()

3

2

A Linear Fractional Programming Problem in Neutrosophic environment

Cpip+

13 .
(2) ({< 515 >;0.6,0.5,0.3}) +(0) ({< —3.59/2>:02,06. 0.5}) +0

< 1,2,3>;02,0.6,0.5)
> dpis+B(-1)

1.3 -3
<{< 513 >;0.6,0.5,0.3}) + (0) ({< 7,3,%9/2 >:0.2,0.6, 0.5}) +2

3 1
< E, 1, 5 >,O.2, 06, 0.5

{<1,2,3>;0.2,0.6,0.5}

[Gllli‘\ll(--/\—\

—1, _77 >;0.2,0.6,0.5

|
)

B 3 1
{< L 1’5 >,0.2,0.6,0.5}

_ {< %,2,6 >30.2,0.6, 0.5}

x (0) -

({< 1,2,3 >;0.2,0.6,0.5}) x

3

1
L5 >;0.2,0.6,0.5}> x (2) — ({< 1,2,3 >:0.2,0.6,0.5}) x <-

2

(0)

)
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1
Ay = ({< %1% >;0.2,0.6,0.5}> x (=1) = ({< 1,2,3 >;0.2,0.6,0.5}) x <—)

2
={< -2,-2,-2>;0.2,0.6,0.5}

3 1
Ay = ({< S01,3 >02,06,05 ) x (0) = ({< 1,2.3 >:0.2.0.6,0.5}) x (0)
— {<0,0,0 >;0.2,0.6,0.5)
Table:1.3
a=0 | ¢ 1 2 0 0 Min_Ratio
BV| p=2 | q 2 1 0 0 i
~ Jij
is | dg | c5| B B rx S A
N {< 1,1,E >; —1 1
s 0.6,20,5,02.3} 2 ' 2 0
—3 .9
|0 0 {<T’3’5>; 3 0 -t 1
0.2,0.6,0.5} 2 2
71 = {(1,2,3); 2 0 0 0 AD
0.2,06,0.5} i
Z= {<%1%> 3 0 1 0 AP
0.2,0.6,0.5} 2 2 j
z={<§,2,6>; {<%,71,%7>; {0.0.0): {(—2. -2, -2 £0.0,09; N
02,06,05} 02,06,05} 02,06,0.5} 0.2,06,0.5} 02,0.6,0.5} J

Here X ={(0,0,0);1,0,0},

) 13\
Xy = {<§, 1, §>,06,05,03}

3 2
and 7= 21— { 22,6 ;0.2,0.6,0.5}.
22 3

Since all A; < {(0,0,0);1,0,0}.
.. The solution is the optimal basic feasible solution.

Problem 4.2. Find the solution of following linear fractional programming problem:

S_ 30 t%
max.t = ——
3%+ % +6
st 5% + 3% < {(5,6,7):0.2,0.7,0.5}
7% + % < {(3,6,9):0.4,0.6,0.3}

X1, % = {(0,0,0);1,0,0}
Solution: After adding slack variables, X3 and X4, the constraints become

5% + 3% + % = {(5,6,7):0.2,0.7,0.5}
T8 + % + % = {(3,6,9);0.4,0.6,03}
)’21, X‘27 5635 j4 = {<O, 0’ O> > la Oa O}



84 A Linear Fractional Programming Problem in Neutrosophic environment

Table:2.1
a=0 Ccj 2 1 0 0 | Min.Ratio

BV | g=2 d, 301100 al
Yij

)~CB dB Cp B )~Cl )~Cz )~C3 554

- {(5,6,7);

B 010 050705 |2 ]3]0

- {(3,6,9);

00 640, 0.3} T o

2 M A [ AT T AD m

Z‘ el K L &

) A21 Azz A23 A24 Aj

Z A] Az A3 A4 Aj

Similarly we find the value of the Table:2.2 (In the Problem 4.1 calculation as well
as).

Table:2.2

a=0 [ ¢ 2 1 0 0 Min.Ratio
=
BV| g=2 | 4 3 1 0 0 il
Yij
ip | dg| cg| B il i i3 iy
56 7
| 0] o0 0{;50:(7))5 5 3 1 0 {<§’§‘§>’
2,0.7,0.5} 0.2,0.7,0.5}
36 9
—| oo oi(%:?é 7 1 0 1 {(7’?‘7>’
i 4,06,03} 0.4,0.6,0.3}
7 = {(0,0,0); ) : 0 0 AD
0.2,0.7,0.5} j
2 = {(6:6.6); 3 1 0 0 AP
0.2,0.7,0.5} J
z={(0.0,0); {(12,12,12); {46.,6,06); {(0,0,0); {(0,0,0); N
0.2,0.7,0.5} 0.2,0.7,0.5} 0.2,0.7,0.5} 0.2,0.7,0.5} 0.2,0.7,0.5} J

Since 7 = {(0,0,0);0.2,0.7,0.5} ,
% = {(6,6,6);0.2,0.7,0.5} ,
and z = {(0,0,0);0.2,0.7,0.5} .

“ A= [{(6, 6,6):0.2,0.7,0.5} x Aﬁ.”] as shown in table 2.2.
Entering variable is X; and Leaving variable is %4. in table 2.2 Go to next table.
Similarly we find the value of the Table:2.3 (In the Problem 4.1 calculation as well as).

Table:2.3
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a=0 cj 2 1 0 0 Min.Ratio
BV| =6 | ¢ 3 1 0 0 T
Jij
ip | dp| cg| B i o i iy
10 12 34 —5 3 17
—lolo {<7’7’7>; 0 16 i = {<s*z §>
i 02,0.7,05} 7 7 0.2,0.7,0.5}
369
~ =, =,=); 1 1 {(3,&,9);
o) iz<170. JOZ}) ! 7 0 7 0.4,0.6,0.3}
6 12 18
a= <7‘7’7> 0 3 0 =2 Ah
0A2,0,7{,05} 7 7 !
_ _ []51 60 69 3
=={(7.9.9) 0 : 0 - Ay
02,0.7,0.5} 7 7
~ 6 1 18 183 252 321 —12 —12 —12
Z={<§~§ ) 10,0.0; {<E’E‘T9>; 10,0.0; {(TTT) Y
0.2,0.7,0.5} 02,0.7,0.5} 0.2,0.7,0.5} 02,07,0.5} 0.2,0.7,0.5}
. N 6 12 18
SinceZ; = <(=,—,—):;0.2,0.7,0.5
7777
51 60 69
Zr=<K{—,—,—1};0.2,0.7,0.5
{< 77777
6 1 18
andZ=<(—,-,—):;0.2,0.7,0.5
51’5769

<{<51 60 69> 0.2,0.7, 05}) % AD
DAL= 7°7° 17 J
A 6 12 18 @

— 2.0.7 % AL
({577 ):020705}) <45

Entering variable is X, and Leaving variable is X3. in table:2.3 Go to next table.
Similarly we find the value of the Table:2.4 (In the Problem 4.1 calculation as well as).

as shown in table:2.3.

Table:2.4

=0 | ¢ 2 1 0 0 Min.Ratio
X[/
BV| g=6 | ¢ 3 1 0 0 )
Vij
XB dg| cg| B X X X3 X4
53 17\,
Hol 1] {<T’Z‘§>’ 0 1 % 765
02,0.7,0.5}
13 11
ool 32 {<§"Z’§> 1 0 %1 %
0.2,0.7,0.5}
(/=3 9 3\
a= {(T’Z’?) 0 0 = " AD
0.2,0.7,0.5}
~ 16 _ o8
2 {<§’9 §> 0 0 -1 =1 AD
02,0.7,0.5} 4 4 !
. —3 1 39 —53 —9 —167 —29 29
"_{<K’Z’§> 10.0.0; 10.0.0; {(?TT:) {<T‘0‘7>‘ N
0.2,0.7,0.5} 02,07,05} 02,07,05} 02,0.7,0.5} 02,07,0.5}

1 11
Here %, = {<§,% §> 0.2,0.7, 05}
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Since all A; < {(0,0,0);1,0,0}.
.. The current solution is the optimal basic feasible solution.

5. Conclusion

In this work, we have presented the simplex algorithm method for solving Neutrosophic
linear fractional programming problem.
The solution of the given Problem (1) is

% ={(0,0,0);1,0,0},

13
H=1{(-,1,2):06,05,03
we ) ososos)

3 2
andz = 2L — {<—,2, 6>;0.2,0.6,0.5}

. 13 11
17
—);0.2,0.7,0.5
. 2 -3 1 39
= -_—— — — — 2
and 7 ) {<46 498>0 0705}
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Abstract

In this paper, we investigate two new spaces on Lindelof closed space and
fuzzy Lindelof closed space, the main purpose of this work is to study the relation
between fuzzy Lindelof closed and other spaces such as fuzzy Lindelof, fuzzy
lightly compact, fuzzy semi regular.

Keywords: Fuzzy Topological Spaces, Fuzzy Compactness, Fuzzy Lindelof
Spaces, Fuzzy Lindelof Closed Spaces.

1. Introduction

The Theory of Fuzzy sets is introduced by Zadeh, and the fuzzy topology is defined
by Chang. Many mathematicians have tried to extend to fuzzy set theory the main
notations of general topology. In this paper we define an Lindelof closed space and
a fuzzy Lindelof closed space, the main purpose of this work is to study the relation
between fuzzy lindelof closed and other spaces such as fuzzy Lindelof, fuzzy lightly
compact, fuzzy semi regular, C;, fuzzy paracompact, fuzzy separable, and others. If u
is a fuzzy set in a fuzzy topological space (X, T) then the closure and the interior of u
will be as usual definedby it = A{l:A>pu, 1 —AeTlandpu’ =v{1: A < p, AT}
respectively. A fuzzy set u is called fuzzy regular open, if u = ()°. Let (X, T) be a
fuzzy topological space, the fuzzy regular open sets in 7 form a base for a unique fuzzy
topology T called the fuzzy semi-regular topology on X associated with 7. A fuzzy
topology T is fuzzy semi-regular, if and only if 7 = T,. In this paper we show that
(X, Ty) is fuzzy Lindelof closed if (X, T) is fuzzy Lindelof. In another direction. Let
D be non-empty set. Let > be a semi-order on D. The pair (D, >) is called a directed
set, directed by >, if and only if for every pair m,n € D, there exists a p € D such that
p = mand p > n. Let X be an ordinary set. Let y be the collection of all the fuzzy
points in X. The function S : D — y. In other words, a fuzzy net is a pair (S, >)
such that S is a function : D — y and > directs the domain of S. For n € D, S (n) is
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often denoted by S, and hence a net S often denoted by {S,,n € D}. In this paper we

show that a fuzzy topological space X is fuzzy Lindelof closed space if for every net

{K,,n € D} of fuzzy closed sets in X such that F —lim sup (K,) = 0, there exists ny € D
D

for which K, = 0, for every n € D,n > ny. Also we show that X is fuzzy Lindelof
closed space if for every a € I, for every net {K,,,n € D} of fuzzy closed sets in X such
that F — limsup (K,) = 1 — @ and for every ¢ € (0, ], there exists an element ny € D

D
for which K, < 1 — a + &, forevery n € D,n = ny.

2. Preliminaries

Definition 2.1. A fuzzy topological space (X, ) is said to be fuzzy lightly compact if
for all {1;},., < & with sup {;} = 1, there exists an ng € N such that sup {f;}°, = 1.

Definition 2.2. Let A be a fuzzy set in a fuzzy topological space (X, §).4 is said to be
fuzzy compact in the Lowen’s sense if for all family of fuzzy open sets cover {2, | [ € L}
such that 4 < v {4, | [ € L} and for all € > 0 there exist a finite subfamily {2, | [ € L*}
suchthat A —e < v {4, | e L*}.

Definition 2.3. A fuzzy topological space (X, ¢) is called fuzzy compact if and only
if for every family ¥ of fuzzy open sets of X and for every a € I such that v{U :
U € ¥} > a and for every € € (0, a] there exists a finite subfamily ¥* of W such that
viU:Ue¥*} =2a—c

Definition 2.4. Let A be a fuzzy set in a fuzzy topological space (X, §).4 is said to be
fuzzy paracompact if for every open cover in the sense of Lowen H of A and for every
€ € (0, a], there exists an open refinement D of H which is both locally finite in A and

cover of 1 — € in the sense of Lowen.

Definition 2.5. Let (X,7) be a topological space and w(7) be the set of all semi
continuous function from (X, 7) to the unit interval I = [0, 1] equipped with the usual

topology, then (X, w(7)) is called induced fuzzy topological space by (X, 7).

Definition 2.6. A fuzzy topological space (X, §) is said to be fuzzy Lindelof, if for each

family H < ¢ and for each « € I such that \/h > a, there exists for each € € (0,¢] a
heH
countable subset H* of H such that \/ Vza—e
heH*

Definition 2.7. A fuzzy topological space (X, §) is said to be separable iff there exist a
countable sequence of fuzzy points {p;,i = 1,2,...} such that for every member A # 0
of ¢ there exist a p; such that p; € A.
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Definition 2.8. A fuzzy topological space (X, T) is said to be Cy;, if there exists a
countable base for T.

Theorem 2.1. Let {A, : n € N} be a net of fuzzy closed sets in Y such that A,, < A, if
and only if n, < ny. Then F — liAr]n sup(A,) = A{A, :ne N}

3. Fuzzy Lindelof Closed Spaces

In this section we define the concept of fuzzy Lindelof closed space and we discuss
the relation between fuzzy Lindelof closed and the other fuzzy spaces.

Definition 3.1. A topological space (X, T) is said to be Lindelof closed space if and
only if for each open cover {A;: € L} of X, i.e X = Y, A, there exists a countable
subfamily {A; : [ € L*} of {A; : [ € L} whose closures cover X.

Definition 3.2. A fuzzy topological space (X, T) is said to be fuzzy Lindelof closed
space if and only if for every family ¥ of fuzzy open sets of X and for every a € I such
that v{U : U € ¥} > @ and for every ¢ € (0, ] there exists a countable subfamily
¥* of ¥ whose closures such that v {ﬁ :Ue ‘I’*} >a—¢.

Proposition 3.1. A space (X, Ty) is fuzzy Lindelof closed, if (X,T) is fuzzy Lindelof

closed.

Proposition 3.2. A fuzzy semi-regular space (X, T) is fuzzy Lindelof closed < (X, Ty)
is fuzzy Lindelof closed.

Proposition 3.3. A space (X, T) is fuzzy Lindelof closed, if (X, T) is fuzzy compact.

Proposition 3.4. A space (X, T) is fuzzy Lindelof closed, if (X, T) is fuzzy Lindelof.

The converse of Proposition (3.4) is not necessarily true as the following example
shows.

Example 3.1. Let X = R be the set of all real numbers, and C < R — {0}. Define
A1 :R—[0,1] as A;(x) =0forall x € X,

lifx=20

Oifx#0

lif xe C Y{0}

0if x ¢ C Y{0}

AR —[0,1] as A(x) =

Ac: R — [0,1] as Ac(x) = {
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Let 6 = {A1,42,4. | C € R—{0}}. Then (X,6) is fuzzy topological space. For
each 0 # A € &, we have 4 = 1, then for any family W of fuzzy open sets of X
such that v{U : U € W} = 1, there exists 0 # U* € ¥ = U* = 1. Then
(X,6) is fuzzy Lindelof closed. However, (X,d) is not fuzzy Lindelof space. Let
¥ = {4 | r€ R—{0}} be a family of fuzzy open sets of X. Given & > 0, and let

r=¢ Thenatx =& = Ay(x) = 1> 1-2 So \/ 4y =1>1—¢ ThenV¥

re{—{0}
is fuzzy open cover of X. But if L is a countable subset of R — {0}, then we can find
x" € R— {0} c X and x’ ¢ L. It follows that at x = x" we have A;,4(x) = Oforall r € L,

and certainly \//1{,} < 1. Then Y is cover of X by members of ¢ has not countable

rel
sub-cover of X.

Theorem 3.1. Every fuzzy lightly compact space (X, 6) is fuzzy Lindelof closed.

Proof. Let {A;},., < 6 be a fuzzy open cover of X, v {A;},, = sup{4,:leL} =
then there exists J < L such that A;; € {A;},., with sup{4;;} = 1 for j € J. But (X,9)
is fuzzy lightly compact and {4;;} ., < ¢ with sup {4;;} = 1. Therefore {4;;} ., has a

finite subfamily {/ll ,k k=1,2,. n} whose closures such that sup {/11 j } = 1, but
each finite family is a countable, then for each family {4;},,, < 6 with v {/l,} e = 1,
there exists a countable subfamily of {4,},., whose closures cover of X. Then (X, ¢) is

fuzzy Lindelof closed. O
Theorem 3.2. If (X, w(6)) is fuzzy Lindelof closed, then (X, 6) is Linelof closed.
Proof. Let {A;: je J} be an open cover of (X,6), i.e _YJAj = X.

je

Then \/)(A, = sup {)(Aj;je J} = 1 and {)(Aj;je J} is an open Lowen’s cover
of (X, itezzé)) By the assumption of the fuzzy lindelof closed of (X,w(d)), choose
g > 0, then there exists a countable open Lowen’s sub-cover {)(A_/k;k eN } such that
\/)_(Ajk > 1 — &. Since ¢ is arbitrary then X = ngA ke m
keN

Theorem 3.3. Let f be a F-continuous surjection map between fuzzy topological spaces
(X,6) and (Y,n). If (X,6) is fuzzy Lindelof closed then (Y,n) is verifies the same

property.

Proof. Let a be a constant fuzzy setin Y. Let K = {4;} ., < x such that \/ {4} =
jeJ

and let € € (0, a], since f is F-continuous, then M = {f‘1 (A)5)€ J} is an L-cover

of the constant fuzzy set 8 in X such that f(8) = a. Since X is fuzzy Lindelof closed,
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then there exists a fuzzy open countable subset M* of M such that \/ {(y} =B —e.
yeM*
Then K* = {f(y);y € M*} is a fuzzy open countable subfamily of K such that

\/ {/l_J} > a — &. Then (Y, ) is fuzzy Lindelof closed. o
/leK*
Theorem 3.4. If a fuzzy topological space (X, 6) is Cyj, then it is also fuzzy Lindelof

closed space.

Proof. Let {4;},., = 6 such that \/ {A;} = a for each a € I. Since (X,6) is Cyy then
jeJ

there exists a countable subfamily ¢ = {¢;,1 = 1,2,...} of § such that A; = he { i},

where 7 my be infinitely. Let y* = {yy},j€ Jk = 1,2,...,1," is countable because

it is subfamily of . Let x € X and since \/ {1;} = a, there exist m € J such that
jeJ

An(x) = @ and we have 4, \/ { i} which implies that \/ {yix} = @ and then y*

k= =1
is open cover. Let € € (0, 1], then \/ {0} = \/ {¢ ik} = a — . Finally (X, 6) is fuzzy

k=1
Lindelof closed. O
Theorem 3.5. Let (X,6) be a fuzzy paracompact separable topological space, then
(X, 6) is fuzzy Lindelof closed.

Proof. Let H = {4;},, = ¢ be a family such that \/ {A4;} = a for each @ € I. Let
jeJ
H* be a §-open refinement of H which is locally finite and \/ h>a—¢ €€ (0,

heH*
X has countable sequence of fuzzy points {p;,i = 1,2,...} such that for every h # 0

there exists a p; € h. Then the family {h; h € H*} is at most countable, otherwise since
each & contains at least one p;. This implies that there would be some p, contained
in uncountable many 4 € H which would contradiction locally finite. Choose for each
h; € H* an element A; € H such that h; < A; < A;. Then there exists an open countable
H’ subset of H such that \/{/_l} > « — &. Therefore (X, §) is fuzzy Lindelof closed. O
AeH'

Theorem 3.6. Let (X, 6) be a Cy; fuzzy topological space is, then the continuous image
of fuzzy paracompact is fuzzy Lindelof closed.

Proof. Letbe f: (X,6) — (¥,m) F-continuous and let 8 be a fuzzy paracompact subset
of X. For every subspace (W, dy) of Cy fuzzy topological space (X, d) is Cyy, since by
assumption & has a countable base L = {L;},i = 1,2,..., then {W A L;} < 6y,i =
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1,2,.., be a countable base for dy such that (W, 5y ) subspace of (X, ), then (W, dy) is
Cn and we have (W, 8y ) is separable. So S8 is separable. Then by Theorem (3.5) 8 is
Lindelof closed fuzzy, and finally f(B) is Lindelof closed fuzzy by Theorem (3.3). O

4. Conclusion

In this paper we have presented an Lindelof closed and fuzzy Lindelof closed spaces.
Using that we have proved some theorems.
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Abstract

We analyze the fuzzy numbers (or intervals) which seems to be of interest in
the study of some properties of fuzzy arithmetic operations and, in particular, in
the analysis of fuzziness, of shape-preservation (symmetry) and distributivity of
multiplication and division. By the use of the same decomposition, we suggest
an approximation of multiplication and division to reduce the overestimation
effect and/or to obtain total-distributivity of multiplication and left-distributivity
of division. Finally, we compare the proposed approximation with the results of
standard (a-cuts based) fuzzy mathematics and with other new definitions of fuzzy
arithmetic operations that recently appeared in the literature.
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1. Introduction

The main purpose of this paper is discuss about Arithmetic Operations on Fuzzy
Numbers. The scientific literature on fuzzy arithmetic operations is rich of several
approaches to define fuzzy operations having many desired properties that are not
always present in the classical extension principle approach or its approximations: shape
preservation reduction of the overestimation effect, requisite constraints distributivity
of multiplication and division. These problems are essentially approached by joining
representations of fuzzy quantities and fuzzy operations.

In this paper, the decomposition is used to analyze some properties of fuzzy
operations and, particularly, distributivity of multiplication (and division) and symmetry
of the results of fuzzy operations. The decomposition is also used to suggest some
approximations of fuzzy operations that reduce the range of fuzziness (with respect to
the classical exact operations) and assure distributivity.
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2. Standard Fuzzy Arithmetic Operations

Ifu = (u,u")and v = (v_,v") are two given fuzzy intervals, the standard
arithmetic operations are defined as follows:

Definition 2.1. (Standard addition, scalar multiplication, subtraction)
Forae[0,1]:
[u+v]y =[u, +v,,ul +v]] 2.1
[kul, = [min {ku, , ku}}, max {ku, ,ku}}], keR. (2.2)
In particular, if k = —1, [—u], = [—u}, —u,],
[ —v]o = [u, —v),ulf —v,],@€]0,1]. (2.3)
Definition 2.2. (Standard multiplication and division)
For a € [0, 1], [uv], = [(wv), , (uv)l] with

(wv);, = min {u, v, ,u v, ulv,  uiv; 2.4)
(uv)r = max {u, v, ,u v utv,  ulv’ '
M .
If0 ¢ [vo,v0 [<v - ]wzth

-
-
-

<
+[R 1

(), =m0 o
()= |

It is also well known that, in general, distributivity of multiplication and left-

= IS < IS
S =
|5=

< | &
Q:+Q\|Q+

< = |=
Q+|Q:+Q+|'<+

) )

V

R+
R

distributivity of division are not valid, except for special cases.

3. Properties of Arithmetic Operations

In this section we analyze standard arithmetic operations between fuzzy numbers
in terms of the decomposition

w= (0,00 eFxPxS, (3.1)
and we study, in particular, distributivity and symmetry associated to multiplication and
division.

Remember that (3.1) is equivalent to

ul =1+ Uy + U,
= U+ Uy — Uy

oo Yaelo]. (3.2)



96 A Study On Fuzzy Arithmetic Operations

3.1. Addition, Scalar Multiplication and Subtraction

Addition, scalar multiplication and subtraction are immediate. Let u = (i, &, u) and
v = (V,V,V) be two fuzzy numbers, then we can write:

u+v = W+v,u+v,u+v) (3.3)
ku = (ki kii, |k[iD), for k € R (3.4)
u—v = u+(—v)=U—-v,u—v,u+v). (3.5)

It may be of interest to note that addition and difference have the same 0-symmetric
fuzzy components u + v and they differ (only) in the crisp and the profile parts. On the
other hand, it is well known that:

u=1(0,0,u)eSy = u=—u
and that
UVES)y < u+v=u—v=v—u=—u—nv.

These facts can be a little formalized; consider the following relation on F(u ~ v if they
differ only for the Sp— component):

which is an equivalence relation on F. The equivalence class corresponding to 0 =
(0,0,0) € Sy (the null element of addition in F) is the whole Sy, i.e. [0]. = Sp; in fact,
with respect to ~ all the elements of S are equivalent to 0 and in particular (u — u) ~ 0

~ o~ —

VueF, as (u—u) = (u,u,u) — (u,u,u) = (0,0,2u) € Sy.

3.2. Multiplication

Consider now the multiplication of u,v € F where u = (u,u,u) and v = (V,V,V) are
fuzzy numbers with

iy
Uy
The a— cuts of the fuzzy product uv are given (see the Appendix) by:

[uv], = [uy  uy] [va.vi]
= [min {(& 4 t,) v, —ue |v, |, (U + o) v — Uy [V} (3.6)
max { (U + Uy) v, + U |v, |, (U + Ue) v +ue [vi]}] -

u
u

:Z :Z

+ Uy + Ug {V+=9+$ + Ve
_" and ~ o~
+ — Uy V+ v, —

Distributivity of Multiplication
We use (3.6) to analyze the distributivity property of the multiplication.
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Given three fuzzy numbers in terms of their components

~ — ~ ~

u=(u,uu)v=mwvv;z=12272),
we obtain from (3.6) the a— cuts

ol AT B+ V) 2z — (e + V) |25
[(u +v)z]o = [mln { (A4 4 T + V)2 — (o +7) 2] [
max{(A+$+ﬁa+%) o — (o + 7o) |z, ], H

(W4 V+ Uy + Vo) 2t + (U + Vo) |2}

and

[uz + vz]o = l min {(if + o) 2, — Ua |24 |, (1 + Ua) 24 — Ua |24 |}

+min{(V+V,)z, —Volz, |, (V+Ve)zh —Valzi |},
max { (i + U,) 7, +ua 1z |, (0 + 1y 2t +ua |zF |}
+max {(V+Vy)z, +Volz, |,V +Ve) 2k + Va2l |}

Theorem 3.1. The distributivity (u + v)z = uz + vz is valid if and only if, for each

a € [0, 1], at least one of the following four systems of inequalities is satisfied:

(@ +Ta) 7, — o |2y | < (04 ) 2 — T |F
J 0Tz — Vol ] < 0+ 7%) 2 — Tl 3.7)
(U +00) 2y + o |z | < (U +1a) 25 + o 25|
[ O+ %)z +Valz| < (O +7) 25 + Va7 ]
( (1 + ) 2, — U |25 | < (04 W) 2 — o |2y
) (V+Va)2g —Valzg| S (V+ V) 2y — Vo |25 | (3.8)
(@ + ) 25 + U |25 | < (U + o) 24 +Ua |z,
[ O+%) 2, +Valzg| < O+ V) zd +7alzd
(@ + U) 7 — T |7 | < (0 + Ua) 2 — o |7, ]
) (/\34-?//0/)22:—?01 |Z;r < (V+Va)za — Vo |Za| (3.9)
(U + Tty) 7y + U |75 | < (0 + Tiy) 75 + Ug |7 |
[ O+ 7)2d +Valzd| < O+ V)25 + Vo Iz ]
( (04 ) 2 — T || < (@ + The) 7, — T |7, ]
J G0zl =Talell < (04 T) g Tl (3.10)
(@ + ) 25 + e |75 | < (0 + Ua) 28 + T |2}
[ O+ V)2 +Valza | < O+ V)2l + Va2t
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Proof. We have the following dependencies:

(3.7) — e | = |z
(3.8) = U1, = 0,V+7V, =0
(3.9) — U+, <0,v+7,<0
(3.10) — | < lzal-

The following propositions give relevant cases of validity of the distributivity and are
immediately verified (at our knowledge, some of them are new in the fuzzy literature).

The first two properties say that the distributivity is valid if z € Sy and, independently
of their sign, the fuzzy numbers u# and v have “homogeneous” asymmetries, i.e.
(U + ty) (V+ Vo) = 0. O

Proposition 3.1. Given z € Sy and u + i, > 0,V + v, = 0 then system (3.8) is satisfied.

Proof. In fact, |z,| = —z, = z; > 0 and (3.8) reduces simply to (& + i) z; > 0 and
V+V)zs =0 |

Proposition 3.2. Givenz € Syand u + i, < 0,V + 7V, < 0 then system (3.9) is satisfied.

Proof. In fact, |z, | =
(V+V)zt <0 o

—z, =z, > 0and (3.9) reduces simply to (& + it,) z; < 0 and

Proposition 3.3. Given z € F, and u,v € F then system (3.10) is satisfied.

- < zl,u and v have —u, <

Proof. In this case, z has z,

(l’

U+, <u,and —v, <V -+, <V, then system 3. 10) is immediate. |
Proposition 3.4. Given z € F_ and u,v € F, then system (3.7) is satisfied.

Proof. In this case, z has 7, = —|z,|,zf = —|z/|, and z; < z/;u and v have
—Uy < U Uy < Uy and —v, <V + 7V, < V,; then system (3.7) is immediate. O
3.3. Division

We complete this section by analyzing the division between fuzzy numbers u € F and
z € F_ U F, The reciprocal of z is the fuzzy number given by z~' with & — cuts

| L L]
[Z ](1 [Z;,Za



S. Soundararajan and G. Haribabu 99

and the division is defined as
- = uzfl.
Z

. _ u
Note that if u = (0,0,u,) € Sy then — € Sy as the a— cuts are
Z

R R e R B
- = | —Uy X4 7>~ — (U Xy =~ — .
z ]|, Za Zg W 2

If 7 = (2,0,7) € S_ U S, is symmetric, then it is easy to see that 7 ' = (E’I,Zt/l,zj)
is Not symmetric as
S .
(2 -z)
Z(,Tl _ Za .
2-7

The distributivity of the division, i.e. the equality

u-—+v
Z

u v
:—+—
< <

can be written in terms of the distributivity of the multiplication:

(u+v)z'=uz "+ vz

4. Conclusion

In this paper, we discussed about the Standard Fuzzy Arithmetic Operations and
Properties of Arithmetic Operations Addition, Subfraction, Multiplication and Division.
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Abstract

Fuzzy multisets have come to the forefront of scientists’ interest and have been
used for algebraic structures such as groups, rings, and near rings. In this paper, we
first summarize the knowledge about algebraic structure of fuzzy multisets such as
fuzzy multi-subnear rings and fuzzy multi-ideals of near rings. Then we recall the
results from our related previous work, where we defined different operations on
fuzzy multi-ideals of near rings and we generalized some known results for fuzzy
ideals of near rings to fuzzy multi-ideals of near rings.
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1. Introduction

Zadeh L.A introduced the concept of fuzzy sets in 1965 [51], after the introduction
of fuzz sets several researchers explored on the generalization of the notion of fuzzy
set. Kumbhojkar H.V and Bapat M.S [27] defined not-so fuzzy ideals, Palaniappan N
and Arjunan K [39] defined the homomorphism, anti homomorphism of a fuzzy and
an anti fuzzy ideals, Chandrasekhara Rao K and V Swaminathan [8] defined the anti
homomorphisms in near rings.

S. Abou-Zaid [1] introduced the notion of a fuzzy subnear-ring, and studied fuzzy
left (resp. right) ideals of a near-ring, and gave some properties of fuzzy prime ideals of
a near-ring.

W. Liu [30] has studied fuzzy ideals of a ring, and many researchers [12, 24, 25,
40] are engaged in extending the concepts. S. Abou-Zaid [1] introduced the notion of
a fuzzy subnear-ring, and studied fuzzy ideals of a near-ring, and many followers [17,
20, 24] discussed further properties of fuzzy ideals in near-rings. In [2], R. Biswas
introduced the concept of anti fuzzy subgroups of groups, and K.H. Kim and Y.B. Jun
studied the notion of anti fuzzy R-subgroups of near-ring [22].
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To highlight the connection between fuzzy multisets and algebraic structures from
an anti-fuzzification point of view. Moreover, this research proposes the generalization
of the results known for anti-fuzzy ideals of near rings. It is known that the notion of
fuzzy multiset is well entrenched in solving many real life problems.

The concept of fuzzy set was introduced by Zadeh. Since then these ideal have
been applied to other algebraic structure like groups, rings, modules, topologies and so
on. The notations of fuzzy sub near ring and ideals where introduced by S.Abou-Zaid
in 1991. However, the fantastic growth of literature, the vitality of the field, and the
applications of this theory provided a denial for this impression. This is well evident
from contributions in many international journals such as fuzzy sets and systems,
information sciences, information and control, journal of Mathematical Analysis and
Applications, Rocky Mountain Journal of Mathematics, etc.,

In this paper, we study different operations on fuzzy multi-ideals of near rings and
we generalized some known results for fuzzy ideals of near rings to fuzzy multi-ideals
of near rings.

2. Fuzzy Multi-Ideals of Near Rings

Definition 2.1. Let (R, +, -) be a near ring. A fuzzy multiset A (with fuzzy count
function CMy) over R is a fuzzy multi-subnear ring of R if for all x,y € R, the following
conditions hold.

1. CMu(x) A CMA(y) < CMp(x —y);
2. CM4(x) A CM4(y) < CM4(xy).

Definition 2.2. Let (R, +, - ) be a near ring. A fuzzy multiset A (with fuzzy count function
CMy,) over R is a fuzzy multi-ideal of R if for all x,y € R, the following conditions hold.

1. CMy(x) A CM4(y) < CMu(x —y);

2. CMu(x) A CMA(y) < CMy(xy);

3. CMa(y) < CMu(x+y — x);

4. CM,(y) < CM4(xy);

5. CMy(a) < CMu((x + a)y — xy) forall a € R.

Proposition 2.1. Let (R, +, - ) be a near ring with zero element 0 € R and A be a fuzzy
multi-ideal of R. Then
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1. CM,(x) < CM,(0);

2. CMy(—x) = CMy(x);

3. CMu(x+y—x) =CMy(y);

4. CMy(a) < CMy(x) forall xe< a >= {ra: R € R};
5. /\ CM4(x;) < CMu(x) + -+ + x,) forall x; € R.

1<i<n

Remark 2.1. Let (R, +, - ) be a near ring with zero element 0 € R and A be a fuzzy
multiset of R with CM4(x) = CM4(0) for all x € R. Then A is a fuzzy multi-ideal of R

and it is called the constant fuzzy multi-ideal.

Next, we deal with some operations on fuzzy multi-subnear rings (multi-ideals) of
near rings such as intersection, union, and product.

Proposition 2.2. Let (R, +, - ) be a near ring and A, B be fuzzy multi-subnear rings of
R. Then A N B is a fuzzy multi-subnear ring of R.

Corollary 2.1. Let (R, +, - ) be a near ring and A; be a fuzzy multi-subnear ring of R

fori=1,...,n. Then ﬂAi is a fuzzy multi-subnear ring of R.

i=1

Proposition 2.3. Let (R, +, - ) be a near ring and A, B be fuzzy multi-ideals of R. Then
A N B is a fuzzy multi-ideal of R.

Corollary 2.2. Let (R,+, -) be a near ring and A; be a fuzzy multi-ideal of R for
i=1,...,n. Then ﬂAi is a fuzzy multi-ideal of R.

i=1
Proposition 2.4. Let R,S be near rings with fuzzy multisets A, B, respectively. If
A, B are fuzzy multi-subnear rings (multi-ideals) of R, S, then A x B is fuzzy multi-
subnear rings (multi-ideal) of R x S, where CMy,p(r, s) = CM4(r) A CMg(s) for all
(r,s) €R x S.

Proposition 2.5. Let R; be near rings with fuzzy multiset A; fori = 1,...,n. IfA;is a

fuzzy multi-subnear ring (multi-ideal) of R;, then HAi is a fuzzy multi-ideal of n R;.

i=1 i=1

R; where CMyp_ a((r1s....10)) = /\ CMu,(ri) forall (r1,....r,) € | [ R.
i=1 i=1
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Notation 1 Let (R, +, -) be a near ring, A be a fuzzy multiset of R, and CM,(x) =
(y (x), 15 (x), ...,y (x)). Then

o CM4(x) = 0if ul(x) =0,
o CMy(x) > 0if u'A(x) > 0,
o CMy(x) = 1if CMa(x) = (1,1,1,1,...,S times)
where s = max{k € N : CM,(y) = (uy(0),1A(),. ... 15 (), 1 (y) # 0,y € R}.

Definition 2.3. Let (R, +, -) be a near ring and A be a fuzzy multiset of H. Then
A, ={x€R:CMy(x) >0} and A* = {x e R: CM,(x) = CM4(0)}.

Proposition 2.6. Let (R, +, - ) be a near ring and A be a fuzzy multi-subnear ring (multi-
ideal) of R. Then A, is either the empty set or a subnear ring (ideal) of R.

Proposition 2.7. Let (R, +, - ) be a near ring with a fuzzy multi-ideal A. Then the fuzzy
multiset of P,(R) defined as CM(ap+a\x+ - - - +a,x) = CMu(ay) is a fuzzy multi-ideal
of P,(R).

Notation 2 Let (R, +, - ) be a near ring, A be a fuzzy multiset of R and

CMa(x) = (pa(x), 153 (%), ..., (%))

We say that CM4(x) > (t1,...,4) if p > kand i(x) = ¢, forall i = 1,...,k.
If CMs(x) # (t1,...,4) and (f1,...,8) # CM4(x), then we say that CM,(x) and

(t1,...,1) are not comparable.
Notation 3 Let (R, +, -) be a near ring, A a fuzzy multiset of R with fuzzy count
function CM, and t = (t,...,4), where t; € U[0,1] fori = 1,....,kand t; > 1, >

-+ >t.ThenCM' = {xe R: CM(x) > t}.

Theorem 2.1. Let (R, +, - ) be a near ring, A a fuzzy multiset of R with fuzzy count
functionCM andt = (ty,...,t;),wheret; € [0, 1] fori =1,...,kandt, = t, > ... = .
Then A is a fuzzy multi-subnear ring of R if and only if CM, is either the empty set or a

subnear ring of R.

Theorem 2.2. Let (R,+, -) be a near ring, A a fuzzy multiset of R with fuzzy count
functionCM andt = (ty,...,t;), wheret; € [0, 1] fori =1,...,kandty = t, > ... = ;.
Then A is a fuzzy multi-ideal of R if and only if CM, is either the empty set or an ideal
of R.

Corollary 2.3. Let (R, +, - ) be a near ring. If every subnear ring of R is an ideal of R
then every fuzzy multi-subnear ring of R is a fuzzy multi-ideal of R.
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Proposition 2.8. Let (R, +, - ) be a near ring and I be an ideal of R. Then I = CM, for
some fuzzy multi-ideal CM of R,t = (t,...,t), where t; € [0,1] fori = 1,...,k and
h=zthz=z-21.

Corollary 2.4. Let (R,+, - ) be a near ring. Then R has at least one fuzzy multi-ideal
beside the constant fuzzy multi-ideal.

Definition 2.4. Let (R,+, -) be a near ring, A and B be fuzzy multi-subnear rings
(ideals) of R with fuzzy count functions C M, and C Mg, respectively. If for all x,y € R :

1. CMy(x) = CM4(y) if and only if CMp(x) = CM3(y),
2. CM4(x) < CMy(y) if and only if CMp(x) < CMp(y), and

3. CM4(x),CM4(y) are not comparable if and only if CMp(x),CMg(y) are not

comparable,

then A and B are equivalent fuzzy multi-subnear rings (ideals) of R.

3. Conclusion

In this paper, we found a new link between algebraic structures and fuzzy multisets by
introducing fuzzy multi-ideals of near rings and studying their properties. The various
basic operations, definitions and theorems related to fuzzy multi-ideals of near rings
have been discussed. The results in this paper can be considered as a generalization of
the results known for fuzzy ideals of near rings. Moreover, our results are considered
as a generalization for fuzzy ideals of rings. This is because every ring is a near
ring. The aim of this paper was to highlight the connection between fuzzy multisets
and algebraic structures. It is well known that the concept of fuzzy multiset is well
established in dealing with many real life problems. So, the algebraic structure defined
concerning them in this paper would help to approach these problems with a different
perspective. The benefit of the paper is the link found between algebraic structures and
fuzzy multisets and studying their properties.
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Abstract

A fuzzy number is simply an ordinary number whose precise value is
somewhat uncertain. Fuzzy numbers are used in statistics, computer programming,
engineering, and experimental science. The arithmetic operators on fuzzy numbers
are basic content in fuzzy mathematics. Operation of fuzzy number can be
generalized from that of crisp interval. The operations of interval are discussed.
Multiplication operation on fuzzy numbers is defined by the extension principle.
Based on extension principle, nonlinear programming method, analytical method,
computer drawing method and computer simulation method are used for solving
multiplication operation of two fuzzy numbers. The nonlinear programming
method is a precise method also, but it only gets a membership value as given
number and it is a difficult problem for solving nonlinear programming. The
analytical method is most precise, but it is hard to a -cuts interval when the
membership function is complicated. The computer drawing method is simple,
but it need calculate the a -cuts interval. The computer simulation method is the
most simple, and it has wide applicability, but the membership function is rough.
Each method is illuminated by examples.

Keywords: Index Terms, Fuzzy Number, Membership Function, Extension
Principle, a-cuts; Nonlinear Programming.

1. Introduction

A. Fuzzy Number

If a fuzzy set is convex and normalized, and its membership function is defined in
R and piecewise continuous, it is called as fuzzy number. So fuzzy number (fuzzy set)
represents a real number interval whose boundary is fuzzy.

Fuzzy number is expressed as a fuzzy set defining a fuzzy interval in the real number
R. Since the boundary of this interval is ambiguous, the interval is also a fuzzy set.
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Generally a fuzzy interval is represented by two end points a; and a3 and a peak point
a, as |aj,ay,as]. The a-cut operation can be also applied to the fuzzy number. If we
denote a-cut interval for fuzzy number A as A,, the obtained interval A, is defined as
A, = |af, df].

We can also know that it is an ordinary crisp interval.

A H4(x) Hax) 4

Ay =@, a1

Figure 1: Fuzzy Number A = [a,, a,, a;] Figure 2: a-cut of fuzzy number
(@ <a)= (A, € Ay)

Fuzzy number should be normalized and convex. Here the condition of
normalization implies that maximum membership value is 1.  3xy € R, pi(xo) = 1.
B. Operation of a-cut Interval

The convex condition is that the line by a-cut is continuous and a@-cut interval
satisfies the following relation. A, = [af, a5]

/
(@ <a)= (@ <d, a) = d?.
The convex condition may also be written as,
(@ <a)= (A, C Aw).

Operation of fuzzy number can be generalized from that of crisp interval. Lets have a
look at the operations of interval.

A= [01,613], B = [bl,b3] Val,a3,b1,b3€R.
Assuming A and B as numbers expressed as interval, main operations of interval are

(i) Addition
[01,613] (+) [bl,b3] = [a1 + bl,a3 + b3] .

(i1) Subtraction
[01,613] (—) [bl»b3] = [al — b3, a3 — bl] .
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(iii)) Multiplication
[al,a3] () [b],b3] = [a1 . b] Ndap - b3 N as - b] A das - b3 ,
al-bl val-b3va3-b1 va3-b3].
(iv) Division
lar,a3] (/) [b1,b3] = [ai/by ~a1/bs A a3/by A a3/bs ,
Cl]/b] \Y Cl]/b3 vV a3/b1 \Y Cl3/b3]
excluding the case b; = 0 or b3 = 0.

(v) Inverse Interval
[a1,a5] " = [1/ay; A 1/az, 1/ay v 1/as]

excluding the case a; = 0 or az = 0.

When previous sets A and B is defined in the positive real number R™, the operations of
multiplication, division, and inverse interval are written as

(1i1”) Multiplication

[al,a3] () [bl,b3] = [611 . b],(l3 . bz] .
(iv’) Division

[a1,a3] (/) [b1,b3] = [a1 /b3, a3/b1] .

(v’) Inverse Interval

[611,613]71 = [1/613, 1/611] .

(vi) Minimum
[611,613] (/\) [bl,b3] = [a1 AN b1,613 AN bg] .

(vil) Maximum
[611,613] (V) [bl,b3] = [611 \Y b1,613 \Y bg] .

Example 1.1. There are two intervals A and B, A = |3,5], B = [—2,7]. Then following
operation might be set.

[3-2,5+7] =[1,12]
[3-7.5-(=2)] = [-47]
A()B = [3-(-2)A3-TAS5S-(-2)AS5-7,3-(-2)v3-Tv5-(-2)v5-7]
[-10,35]
[3/(=2) A3/T A5/(=2) A5/73/(=2) v 3/T v 5/(=2) v 5/T] =[-2.5,5/7]
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A™Y = 3,57 =[1/5,1/3]
B~ = [-2.77 = [1/(=2) A 1/T.1/(=2) v 1/7] = [-1/2,1/7]
A(ANB = [3A(=2),5AT7]=[-2,5]
A(V)B = [3v(=2),5v7]=][3,7]
C. Operation of Fuzzy Numbers
Based on the extension principle, arithmetic operations on fuzzy numbers are

defined by following:
If M and N are fuzzy numbers, membership of M+ ( )N is defined as follow:

Hiisyn(2) = sup min {uz(x), uy(»)} (1.1)

Z=Xx%y

where = stands for any of the four arithmetic operations.

Ko@) = Zi‘ifymin {13 (), iy () }
Hii—yw(z) = Zil;gymin {13 (%), i ()}
Kipw(z) = S:lil/D min {5 (x), 1y ()} -

Therefore multiplication operation on fuzzy numbers is expressed as

Hiion(2) = sup min {g5(x), uz(v)} - (1.2)

Z=XXY

The procedure of addition or subtraction is simple, but the procedure of multiplication
or division is complex.

2. Nonlinear Programming Method

Based on multiplication operation on fuzzy numbers, multiplication operation problem
is formulated as a nonlinear programming.

maxv s.t.  wy(x) =v; ui(y) = v Xy = 2p. (2.1)

Given zp, we can get the maximum vy, of nonlinear Programming (1.1). vy 1S
membership value of zj.

Example 2.1. Suppose that the membership of M, N are u w(x) = e 2 (Figure 3)
and g (y) = e~ 02" O = M(x)N is formulated as following:

maxv st. e D >y, e 0t > Xy = 2. (2.2)

When zp = —12,—-11,-10,-9, -8, -7, —6, -5, —4, —3, —2, —1 respectively, we can

get the v« correspondingly. The membership value of z; is shown in Table 1.
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Figure 3: Membership function of M F igure 4: Membership function of N

Table 1: z; and its Membership Value

20 —18 —-17 —16 —15 —14 —13 —12 —11 —10 -9
Vvmax  0.0065 0.0110 0.0183 0.0300 0.0482 0.0759 0.1172 0.1767 0.2590 0.3679
20 -8 =7 —6 =5 —4 -3 -2 -1 0 1

vmax  0.5034  0.6590 0.8171 0.9458 1.0000 0.9307 0.7095 0.3679 0.0183 0.0067

3. Conclusion

In this paper, we discussed about the concept of fuzzy number, Operation of a-
cut interval, Operation of Fuzzy numbers and Nonlinear Programming Method with
example.
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Abstract

In this paper, we propose some analytical solutions of stochastic differential
equations related to Martingale processes. In the first resolution, the answers of
some stochastic differential equations are connected to other stochastic equations
just with diffusion part (or drift free). The second suitable method is to convert
stochastic differential equations into ordinary ones that it is tried to omit diffusion
part of stochastic equation by applying Martingale processes. Finally, solution
focuses on change of variable method that can be utilized about stochastic
differential equations which are as function of Martingale processes like Wiener
process, exponential Martingale process and differentiable processes.

Keywords: Martingale Process, It6 Formula, Change of Variable, Differentiable
Process, Analytical Solution.

1. Introduction

The purpose of this article is to put forward some analytical and numerical solutions to
solve the Itd stochastic differential equation (SDE):

dX(r) = A(X(r),t)dr + B(X(z),1)dW,,
{X(O) % (1.1)

where W(t) is a Wiener process and triple (Q, ,P) is a probability space under some
conditions and special relations between drift and volatility.

Both the drift vector A : R x [0,7] — R and the diffusion matrix a := 88" :
R x [0,T] — R are considered Borel measurable and locally bounded functions. It is
assumed that X is a non-random vector. As usual, A and B are globally Lipschitz in R
that is:

|AX, 1) — A(Y,1)| + |B(X, 1) — B(Y,t)] < DX -Y

, X, YeR and re]0,T],
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and result in the linear growth condition:
(AKX, )] + [B(X, )| < C(1 + [X]).

These conditions guarantee the Eq. (1.1) has a unique #-continuous solution adapted to
the filtration ¥, > 0 generated by W(r) and

E UOT |X(s)|2ds] < . (1.2)

It is generally accepted that, analytical solutions of partial and ordinary differential
equations are so important particularly in physics and engineering, whereas most of
them do not have an exact solution and even a limited number of these equations,
(e.g., in classical form), have implicit solutions. Analytical methods and solutions,
especially in stochastic differential equations, could be excessive fundamental in some
cases therefore we draw to take a comparison and analyze computation error between
them and different numerical methods. Numerous numerical methods can be applied
to solve stochastic differential equations like Monte Carlo simulation method, finite
elements and finite differences.

2. Change of Measure and Martingale Process

In this section under some conditions, we intend to make a Martingale process from
a random one in L*(R x [0,7]), where T is called maturity time. The exponential
Martingale process associated with A(7) is defined as follows:

Z' = exp (f/l(s) dw, — %f () ds) : (2.1)

0 0

It can be indicated by It6 formula that Z/ is a Martingale due to the drift-free property:
dZ! = AZ!dw,, Z40) = 1. (2.2)
Theorem 2.1. Suppose that stochastic processes X, verify in differential equation:
dX, = u(X,, t)dt + o (X,, t)dW,, (2.3)
and let A(t) := —u(X,, 1) /o (X, t). Therefore, XZ! is a Martingale process.
Proof. With attention to real function A(¢), we have:

dX = u(X,t)dt + o(X, t)dW, = —A(t)o (X, 1)dt + o (X, t)dW,,
dZ! = Z'Adw.,.
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By utilizing It6 product formula, we get:
d(XZ') = Xd(Z) + Z'dX + dXd(Z)
= AXZ'AW, + u(X, ) Zldt + o (X, ) ZdW, + Ao (X, ) Z!dt.

According to theorem assumption, we obtain:

d(XZhH = Z/(XA + o (X,1))dW.,. (2.4)
It emphasizes that XZ! is a P-Martingale. O
B —u(X, 1) . . . )
Therefore, A(t) = =l is the sufficient condition for following SDEs
o4,

equivalence:
dX = u(X, t)dt + o(X,1)dW, & d(XZY) = Z/(XA(t) + o (X, 1))dW,.  (2.5)

Consequently, by solving the obtained equation in Eq. (2.4), we obtain the following
result when Z; = 1 :

XZ! = J ZHXA(s) + (X, 1)) AW, + X,. (2.6)
0

By taking mathematical expectation from both sides of Eq. (2.6):
E"[XZ!] = X, = E”[X] = Xo(ZH)~". (2.7)

In addition, to compute the variance of this stochastic process:

EF[(XZN] = X; + E Uot(zf)z(xa(s) + o (X, t))2ds] (by Itd isometry )

= X5 + L I(zf)zE ([(XA(s) + o(X,1))?]) ds. var (XZ) = (Z)* var (X)

— ft(zf)zE ([(Xa(s) + o(X,1))?]) ds.

0

Applying (2.4) and using numerical approximation by EM method, we have: o
AXiZ} = Z (XiA(t;) + o) AW,
X%, = X Z + Z,(X,A(6) + o) AW,
X = (Z,) 72X, + (X, A1) + o) AW,).

Direct calculations would lead to the conclusion that:

tit1 1 tit1
R, = (ZLI)’]Z,A[ = exp (—J A(s) dW; + EJ |22(s)] ds) .
t; t
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So the following Milstein recursive method is inferred as a good numerical method to
find X(ti+1) :

1
= Rli (Xli + (Xli/l(ti) + O-I)AW’) T Eth,/l(tl) (Xfi/l(ti) + O-i) (AZWi - Ati)' (29)
In example, we compare this method with usual Milstein method in the case that a
stochastic differential equation contains drift and volatility both parts and indicate that
this method could be better in some cases.

X

lit1

3. Change of Variable Method

This section intends to analyze the change of variable method like, to get explicitly the
solution of arbitrary SDE:

dX = A(X,r)dt + B(X,1)dW,, X(0) = x.

By finding appropriate variables u#(Y) = X and their conditions so that Y is the answer
of a well-known SDEs related to Martingale processes.

dY = F(X,1)dt + g(X,)dW,, y(0) = y.

For more explanation and different conditions under which they are possible. Now we
consider following various cases.
Case 1 Consider the following SDE:

dY = a(r)dt + b(1)dW,. 3.1)

Applying It formula for u(Y) = X, to (3.1), we get:

1
/ "2 _
u'(a(t)) + FU b*(t) = Au(Y),1), 3.2)
u'b(t) = B(u(Y),t).
Thus, it concludes that:
a(t) r_ A 1, ar)
— = = — — =B =— 33
b(t)B+ ZBB A= 3 28 b() (3.3)
. .0 (A 1, . . .
Finally, the equation FAC I EB = 0 is necessary condition to solve an equation
. . . , 08B
via change of variable in (3.1) { 8’ = )/

Case 2 Consider the exponential Martingale process SDE (2.1):

{ dY = A(1)Ydw,, 3.4)

Y(0) = Y.
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Applying It6 formula for u(Y) = X, to (3.4), we acquire:

1
Eu”/lez = A(u, ).

{ WY = B(u,t) = A)YBu) or u' = B(u),
(3.5

B2 0 24(t)A
So from the last equality, we have Ol % = A(t). Therefore, E» (B’M — (B) > —

0 is necessary condition to solve SDE, with this change of variable.
Case 3 Consider the well-known equation:

dY = a(r)Ydr + b(¢)YdW,, (3.6)
Y(0) = Y,. )
Which is Black-Scholes equation with exact solution
t t 1
Yo = exp (J b(s)dW, + J (a(s) — z[92(s)> ds>.
0 0
Applying It formula for u(Y) = X, to (3.6), we get:
/ 1 3.2 2
Wa(t)Y + Su b*(n)Y* = ﬂfu, 1), 3.7)
u'Yb(t) = B(u,t) = b(1)YB(u).
For this reason, u’' = B(u) and we have:
ait) A 1
_:__—B/—bt = ,Z’. 3.8
b = B~ 3B b0) = () (3.8)
It means that a—y(u,t) = 0, is a necessary condition to solve the initial stochastic
differential equation by this change of variable.
Case 4 Another appropriate and prominent case is as follows:
Y(0) = Y,. '

This kind of equations, applying Itd formula on X, = Y,Z5(t)"', is converted to a
ordinary differential equations.

Theorem 3.1. The stochastic differential equations in (3.9) given by continuous
Junctions f : R xR — Rand C : R — R can be written as:

d(Y,(Z{(1)"") = (Z(1)) ' f(Y.0)dr, (3.10)

where Z;(t) is an exponential Martingale process.
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To be more precise, using change of variable V = X (Z,C(I))_l, it is enough to solve

X = EZ ' fxZY),
{X(O) T (3.11)

Applying It formula for u(Y) = M,, in (3.9) we get:

1
dM, = M/dY + EM{’(dY)Z.

fF, oM + %M,”&(r)Y2 — AM,,1),(1) (3.12)

() YM! = B(M,,1), u(Yy) = My.(2)

According to (3.12), we have B(M,,t) = c(t)B(M,). Besides, if the new stochastic
differential equation is related to a Martingale process, we have A(M,,t) = 0 and:

(304

F%n) = ———=(B(M) - 1). (3.13)

Again, applying It6 formula for ¢(M,) = V, to Martingale equation contributes to
th - B(M[, t)th - C(I)Q(Mt)dwt,

we can achieve to a novel group of stochastic differential equation that its solution is as
a function of a Martingale process.

4. Conclusion

In this paper, a couple of analytical solutions of some determined set of
stochastic differential equations was indicated via making the Martingale process from
a stochastic process. Converting stochastic differential equations to ordinary ones as
another suitable method was posed. Indeed, it is tried to omit diffusion part of stochastic
equation by applying Martingale processes. In addition, change of variable method on
SDEs related to Martingale processes was discussed.
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Abstract
The Besov spaces of modelled distributions are shown to be UMD Banach
spaces and of martingale type 2. As a consequence, this gives access to a rich
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1. Introduction

This paper is devoted to prove that the Besov spaces D7 of modelled distributions are
UMD Banach spaces and of martingale type 2. These Banach space properties open
the door to apply highly developed stochastic integration theory on the spaces D7 . For
example one can integrate predictable D7 -valued processes with respect to Brownian
motion. One successful application of stochastic integration on Banach spaces lies in
the area of stochastic partial differential equations, which we will discuss in more details
below. For a more comprehensive introduction and treatment of stochastic integration
on Banach spaces.

Let (Q,F,F,P) be a complete filtered probability space, I < R,F := (F;),; be an
increasing family of sub-o-algebra of F and X be a Banach space with norm || - |x. The
expectation operator with respect to P is denoted E and the corresponding conditional
expectation by E[ - |F;] for ¢ € I. A process (M,),e; is a X-valued martingale if and only
if M, e L'(Q,F,,P; X) forall t € I and

E[M,|F,] = M; P-a.s., foralls,telwiths <t
A sequence (&;);ay is called martingale difference if (Z & )nen is a X-valued martingale.
i=0
To rely on stochastic integration theory on Banach spaces, one needs to require some
additional properties on the Banach space X.



122 A Study on Stochastic Integration on Spaces of Modelled Distributions

2. Stochastic Integration on Spaces of Modelled Distributions

Definition 2.1. Let (Q, F,P) be a complete probability space.

e A Banach space (X, || - ||x) is of martingale type p for p € [1,0) if any X-valued
martingale (M,)en satisfies
supE [| M, ] < Cp(X) ) B[IMy — My [§]
n neN

for some constant C,(X) > O independent of the martingale (M), and

M,l = 0.

e A Banach space (X,| - |x) if of type p for p € [1,2] if any finite sequence
€ls...,6 : Q — {—1,1} of symmetric and i.i.d. random variables and for any
finite sequence Xy, ..., X, of elements of X the inequality

n
2, 6i%i
i=1

holds for some constant K ,(X) > 0.

p n
] < Kp(X) ) |l
X i=1
e A Banach space (X,| - ||x) is called an UMD space or is said to have the

unconditional martingale difference property if for any p € (1,00), for any

martingale difference (¢;);en and for any sequence (€)ienw < {—1,1} the

E[ p] <kp(X)E[ p]

D € D
i=1 i=1
holds for all n € N, where K,(X) > 0 is some constant.

Let us remark that Hilbert spaces and finite dimensional Banach spaces are always
UMD spaces.

Coming back to a regularity structure 7~ = (A, T, G) with an associated model (I1,T")
and let us assume now additionally that each T, is an UMD space for @ € A. Under this
assumption the space T, = @ T, 1s again an UMD space, since A is locally finite and

a<y

T is a finite product of UMD spaces.

inequality

Proposition 2.1. Let 7 = (A, T, G) be a regularity structure with a model (IL,T') as in
the Definition ??. Suppose that y € R and that the Banach space T, is an UMD space
for every @ € A. Then, the space D, is an UMD spaces, too, for 1 < p < oo and
1 < g < oo. If the Banach space T, is additionally of type 2, then D)  is of martingale
type 2 for every p > 2 and g = 2.
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Proof. Since every T, with @ € A, is an UMD space by assumption, every L” (RY; T,)
is also an UMD space. Furthermore, let i be the Borel measure on R defined by
1
" dh,
[721l<

p(h) =

the corresponding L?-space LI(B(0,1); L”(R*; T,)) is again an UMD space for every

a € A,. Consequently the finite product space

[T (r®e:70) < (B0, 1): L7 (R4 T,)) )

acgA,

is an UMD space. We will show that D7 is a closed linear subspace in the above
product space and we can conclude that D7 is an UMD space.

For this purpose we define for every « € A, the following mappings
o7 DY - LP(RET,) via fe f°

and

P = (CafOF)

@F : D) — LI(B(0,1); L"(RY; T,)) via [ [h - TRa

T4 h) — Can f())"

— is an element in
K

where f¢ is the projection of f onto T, and

L (RY; T,) such that

frC+h) — T fO)"

(.X) _ fa(x + h) B (rx+h,xf(x))a
T/

(]

for all x € RY.

Clearly, the mapping (dfl’ X <1>g) is an isometry from 97 onto its image in the
aeA, ’

product space

I1 (LP(R"; T.) x LY(B(0,1); I (R%; TQ))),

acA,y
so that we can embed D) , into the above product space as a closed linear subspace.
The space D is therefore UMD, too. The previous construction is similar. Since
every UMD space of type 2 is a Banach space of martingale type 2 as shown, one
concludes that L (R’; T,,) and L%(B(0, 1); L”(R%; T,)) are of martingale type 2 for every
pe[2,00),q€[2,0)and a € A,, and the same argument as before applies. m]
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we can now formulate and prove our main theorem. Like in the Fubini theorem the
order of reconstruction and stochastic integration can be interchanged:

Theorem 2.1. Lety > ag := infA, g ¢ Zand T = (A, T,G) be a regularity structure
together with a model (I1,T') and T, is an UMD space for every a € A. Let (Q,F ,F,P)
be a complete filtered probability space and W be Brownian motion on |0, T| for some
T € (0,00). Let H be a D, ,~valued process for some 1 < p < oo and 1 < g < o0 which
is locally L*-stochastically integrable with respect to W, then the order of “integration”

can be interchanged

<R((H . W)),¢> = <<R(H),w> . W) 2.1)

for every test function ¢ € B with r > |a|. Here (H « W) stands for the stochastic

integral of H with respect to W and R denotes a reconstruction operator for T =
(A, T,G) and (I1,T).

Proof. Step 1: First we assume that H is an elementary process which can be written

* N M
1) = Z Z l(tnfls’n](t)lAmn (@) fon
n=1m=1
where 0 =1y <t <--- <ty =T,A,, € F,, , forallm = 1,..., M and are pairwise

disjoint, f., € D), , for all m and n. Here 1,,, denotes the indicator function of the set
Apm-
Then it holds that for all z € [0, T],

N M
= Z Z 1A,,m Wt/\t,, - Wt/\tn_l)ﬁnn’

=1m=1

=S

RIE

N
and therefore R(( Z

n=

14, (Wi, — Wiar )R foun as well as
1

3
Il

N M
<R((H W ,lﬁ> Z Z lAmn Wt/\t,l WIM,, 1)<Rfmns W>

n=1m=1

On the other hand, we have

(RIE) (@,0,8) = 33 11 (014, ()R fonn )
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which is an real-valued elementary process. Hence, we indeed have

(<R<H>, Yy e W) = 3 1 Winsy = Wi, R s ).

t n=1m=1
Obviously now we obtain (2.1) for all elementary processes H. O

Step 2: Now suppose that H is a L*-stochastically integrable process. There exists
a sequence (H,),>; of elementary processes such that

H,—H in L*QPB;y(L*([0,T],dr); D)),

where y(L*([0,T],dr); D%,,) denotes the space of y-radonifying operators from the
space L*([0, T], df) into Dy,

(HeW) =lim(H,e W) in L*(Q;C([0,T];D},)).
Now we choose an @ < @, with |@| = |ao]. For y > 0 and Theorem ?? (for y < 0) we

know that R : D) — B;’;, ; 1s a continuous linear mapping, which implies that

R((HeW)) = hm R(( Lo W)

uniformly in ¢ € [0, T] with respect to the Besov topology on B‘_’ . Since B}f,q can be
embedded in the dual of Cj, for r > |@| = ||, we can derive that

< (HeW)) t//>—}1_)rg< n.W)),¢>

in L*(Q; C([0,T];R)) for any ¢ € B < C,.

On the other hand, since the operator R and the dual pairing {-,¢) are continuous,
the ideal property of y-radonifying operators implies that (R(H), ¢) is L*-stochastically
integrable with respect to W and

B[ |[GR(HL), )~ RUDW) oy | < IRPIIE

which implies that (R(H,,), &) converges to (R(H), ¥ )inL*(Q x [0, T], P x dt) as n tends
to infinity and therefore by It o isometry we obtain that

(<R« W) = lim (CRit1).0 0 W)

in L*(Q; C([0, T];R)) for any € B < C}. Since we have

<R((Hn o W)), 1,//> = (<R(H,,), Uy e W)

for every n by the result from Step 1, we obtain (2.1) for such H.

Step 3: Now suppose that H is locally L-stochastically integrable with respect to
W. A standard localization argument together with the result from Step 2 then provides
that (2.1) holds for all such H.

2
2 B[ — HE s oy )
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3. Conclusion

In this paper, we discussed about the stochastic integration theory and proved theorem
on stochastic integration on spaces of modelled distributions.

References

[1] Brzeiniak, Z. anp Kok, T. (2018), Stochastic evolution equations in Banach spaces
and applications to the Heath-Jarrow-Morton-Musiela equations, Finance Stoch.,
22 (4), 959 — 1006.

[2] Hamrer, M. (2015), Introduction to regularity structures, Braz. J. Probab. Stat., 29
(2), 175 - 210.

[3] MANDREKAR, VIDYADHAR, RUDIGER AND BARBARA (2015), Stochastic integration in
Banach spaces, 73, Probability Theory and Stochastic Modelling : Theory and
Applications, Springer, Cham.

[4] Trieer, H. (2010), Theory of Function Spaces, Birkhduser Verlag, Basel, Reprint
of the 1983 Edition.

[5] Van NEeerven, J.M.A.M., VEraar, M.C. anp WEis, L. (2007), Stochastic integration
in UMD Banach spaces, Ann. Probab., 35 (4), 1438 — 1478.

[6] VAN NEerVEN, J.M.A.M., VERAAR, M.C. anp WEISs, L. (2008), Stochastic evolution
equations in UMD Banach spaces, J. Funct. Anal. 255 (4), 940 — 993.



International Journal of Science and Humanities

ISSN 2394 9236 Volume 7, Number 2 (2021), pp. 127 — 136
© Islamiah College Publications
http://www.islamiahcollege.edu.in

A STUDY ON PARABOLIC SYSTEMS OF SPDE’s OF
2m-th ORDER

Zahiruddeen and S. Srinivasan

PG & Research Department of Mathematics,

Islamiah College(Autonomous), Vaniyambadi - 635 752,
Tirupattur Dt, Tamilnadu, India

Abstract

We unify and extend the semigroup and the PDE approaches to stochastic
maximal regularity of time-dependent semilinear parabolic problems with noise
given by a cylindrical Brownian motion. We treat random coefficients that are only
progressively measurable in the time variable. For 2m-th order systems with VMO
regularity in space, we obtain (L”(L7)) estimates for all (p > 2) and (¢ > 2),
leading to optimal space-time regularity results. For second order systems with
continuous coefficients in space, we also include a first order linear term, under
a stochastic parabolicity condition, and obtain (LP(L?)) estimates together with
optimal space-time regularity. For linear second order equations in divergence
form with random coefficients that are merely measurable in both space and time,
we obtain estimates in the tent spaces (T(’;’Z) of Coifman—-Meyer—Stein. This is
done in the deterministic case under no extra assumption, and in the stochastic
case under the assumption that the coefficients are divergence free.

Keywords: Stochastic PDEs, Maximal Regularity, VMO Coefficients,
Measurable Coefficients, Sobolev Spaces.

1. Introduction

In this paper we develop an L”(L?)-theory for systems of SPDEs of order 2m. The case
m = 1 (where more can be proven) will be considered. A similar setting was considered
but under a regularity assumption on the coeflicients of the operator A. At the same time
it extends some of the results. Finally we mention that the temporal weights allow us to
obtain an L”(L7)-theory for a wider class of initial values than usually considered.

The main novelty in the results below are that the coefficients a,z are allowed to be
matrix-valued, random, and in the time-variable we do not assume any smoothness of
the coefficients. The precise assumptions are stated below.
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In this paper we consider the following system of stochastic PDEs on [0, T] x R? :

dU(t) + A)U(t)dt = f(t,U(¢t))dr + Zg,,(t, U(t))dw,(1), 0
U(o) =, n=1 .

where w, is a sequence of independent standard Brownian motions. The function
U:[0,T] x Q — LP(R% C") is the unknown.
The operator A is given by

(At w)g)()=(—1)" > ap(t.w,x)D"D¢(x), xe R\ 1€ [0,T],we Q.
|e].|B]=m

and there will be no need to consider lower order terms as they can be absorbed in the
function f.

Note that if |¢(y) — ¢(z)| < w(e) for all y,z € R? satisfying |x — y| < &, then
0sCpx < Ww(r).

Assumption 1.1. (i) The functions a.z : [0,T] x Q x RY — CV*V are strongly

progressively measurable.
(ii) There exist u € (0,1) and K > 0 such that
Re ( Y, & (am(t,w,x)6, 9)c~> > e 6],
ol =I8]=m
and |aqs(t, w, x)|ovxv < K forall € € R,oeCV,xeR%te [0, T] and w € Q.

(iii) Lety € (0,1). Assume there exists an R € (0, 00) such that for all |a|, |B| = m,r €
(0,R],xe R% te [0, T])andw € Q,

05Crx(agp(t, w,-)) < y.

Note that in (¢, w) only measurability is assumed.
For the Q-independent setting, a slightly less restrictive condition appears. We
choose the above formulation assumption in order to make the assumptions easier to

state. However, it is possible to extend the results of this section to their setting.

Concerning f and g, we make the following assumptions:

Assumption 1.2. (1) The function f : [0,T] x Q x H*™(R% C") — LI{(R*C") is
strongly progressively measurable, f(-,-,0) € L?(Q; L"(I,wy; H™(R%; CY))),
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and there exist Ly and Zf such that for all t € [0,T],w € Q, and u,v €
H2m,q (Rd, CN) ,
|f(t,w,u) = f(1,0,V) | agacry < L D*"u — D" gacn
+ Lle/t - V||H2m71,q(Rd;CN).
(2) The functions g, : [0,T] x Q x H*™ (R, C") — H™(R?;C") are strongly

progressive measurable, (g,),1(-,-,0) € L(Q; LP (I, wy; H™(R?; £2(CY))) and
there exist L,, Zg such that for allt € |0,T],w € Q, and u,v € Hzm’q(Rd; c),

H (gn(t, w, l/t) — &n (t, w, V))nZl H™4(RE£2(CN)) < LgHDzml/t — DszHLq(Rd;@N)

+ Zg||u - V||H2m—1,q(Rd;cN).

The nonlinearity f can depend on u, D'u,...,D"uina Lipschitz continuous way as
long as the dependence on D*"u has a small Lipschitz constant. One could allow lower
order terms in A, but one can just put them into the function f. Similarly, g can depend
on u,D'u, ..., D™u in a Lipschitz continuous way as long as the dependence on D™u
has a small Lipschitz constant.

Theorem 1.1. Let T € (0,00),p € (2,00),q € [2,0) and a € [o,g — 1) (or
1+ a

g=r=2anda = 0). Set§ = 1 — and I = (0,T). Assume there exist a

constant o = o(p,q,a, T,m,N,d, R, K, u) such that Assumptions 1.1 and 1.2 hold with
Y. Ly, Ly € (0, ¢). Then for any

uo € L7 (Q, Fo: B’ (R")), the problem (1.1) has a unique strong solution

U € LPT(Q; LP(I,wg; H>ma (Rd; C"))). Moreover, there exist constants C,C,,C,y
depending on p,q,a,T,m,N,d,R, K,u and the Lipschitz constants of F and G such
that

|Ullpaucszmaey) < CKuo.fgn
CgKuo’f’g, g€ (0, T]

N

U
H HLP(Q;C([E,T];BZ:,(P%)(Rd)))

HU”U(Q;H“-P(l,wa;Hzm(‘*9)~‘7(Rd;CN))) < CHKuo,f,g’ e [O’ %)
|U CoKuy.rg» 0 € (l_a’%)

N

_ 1+
=%

Ll’(Q;C (j;HZm(l—e),q(Rd;cN)))

1 1
||UHL”(Q;C97117([(—;,T];Hz”’(lfg)v‘[(Rd;(CN))) < Cs,HKuo,f,g’ e € (;9 E ,EE (09 T]'

where

Ku.rs = HuOHLP(Q;BZ"“S(Rd)) +[f(- - 0)

2 LP(Q;LP (I,wg,L4(R4,CN)))

+ 11g(s - 0) | Lo(eurr (Lwg.ma ez My -
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Furthermore, if U', U? are the strong solution of (1.1) with initial value u(l),u(z) €
LP(Q, Fo; B)" (RY)) respectively, then each of the above estimates holds with U
replaced by U' — U?, and K, 1 replaced by Ku(l) 2. fg ON the right-hand side.

Proof. Let X, = LY(R%;C") and X; = W*™4(R?;C"). Since the coefficients a,z are
uniformly bounded, Assumption holds (with B = 0). Let X, = HZ’"H"I(R”I;CN ) for
6 € (0,1). Note that if # € [0,1] and 2mf € N, then X, = W>"(R% CV). Let
Xop := (X0, X1),, = B (R CN).

On X, consider Ay = (1 — A)"IywithD(Ao) = X, where Iy stands for the N x N
diagonal operator. Then by theorem 0 € p(Ay) and the operator Ay has a bounded H™-
calculus of angle 0. Furthermore we claim that for any € > 0, the function F = f

satisfies Assumption with constants
Lr = Ls+ & and ZF = Cgljf.
Indeed, it suffices to note that for any k € {1,...,2m — 1}
||"‘HHk‘”1(Rd:CN) < ‘9||D2m”||L‘I(Rd;CN) + C&q,mH””L‘I(Rd;CN)' (1.2)

forall € > 0.
Since y(£*, X 1) = H™ (RY; £*(C")) isomorphically, in a similar way as above one

sees that the function G = g satisfies Assumption with L = L, + £ and ZG = ngg. |

2. Parabolic Systems of SPDEs of Second Order

In this section we discuss L”(L?)-theory for systems of second order SPDEs
with rough initial values. However, this time we will consider B # 0. Related
problems have been discussed in an L”(L”)-setting with smooth initial values and in
an L7 (Q; L*((0, T) x RY))-setting and a Holder setting, with vanishing initial values.

In this section we consider the following system of stochastic PDEs on [0, T] x R? :

dU(t) + A()U(t)dt = f(t,U(t))dr + Z(bn(t)U(t) + g,(, U(1))dw,(1), o
u(0) - "~ |

where w, is a sequence of independent standard Brownian motions. The function
U:[0,T] x Q — LP(R% C") is the unknown.
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The operators A and b, are given by

(A(t,w)) (x) = — Z aij(t, w,x)0;00(x), xeR%1€[0,T],we Q.
(brf1.0)8)(x) = (D ralts0 x)5j¢k(x)>kNl, xeRL1e[0,T]we Q.

There is no need to consider lower order terms in A or b, since they can be absorbed in
the functions f and g,, respectively.
We make the following assumptions on the coefficients.

Assumption 2.1. (1) The functions a;; : [0,T] x Q x RY — CY*N and T jkn

[0,T] x Q x RY — R are strongly progressively measurable.

(2) There exist u € (0,1) and K > 0 such that |a;(t, w, x)|cvxv < K and

| (T jn(t, @5 ) )uzt [ wrr a2y < K.

d
Re (3 £6((a(t,0,%) — 26,0, 2))6. 0)cv) > ulé 0P

ij=1

forallée R, 0eCV xeRYte [0, T|. Here for each fixed numbers
i,je{l,....d}, X (t,w, x) is the N x N diagonal matrix with diagonal elements

1
(5 Z Tifn (1, W, X) T jin (1, 0, x))kN=1'

n>1

(3) Assume there exists an increasing continuous function { : |0,00) — [0, 00) with
£(0) = 0 such that for all i, j,x,y e Rt € [0,T] and w € Q,

a8, 0, %) = a0, 3) + D10 a0, %) = Tt 0, 7)< ¢ (1 = ¥

n=1

Theorem 2.1. Let T € (0,0),p € (2,0),q € [2,0) and @ € [O,g — 1) (or

1
p=q=2anda =0). Sets=1— -2

and I = (0,T). Suppose Assumption
2.1 holds, Assumption 1.2 holds with m = 1, and suppose further that a;; and o i, are
x-independent. Then for any uy € LP(Q, Fo; B;fsp (R%)), the problem (2.1) has a unique
strong solution U € LY(Q; LP(I,w,; H*(R%,CV))).  Moreover, there exist constants

C,C.,C.gdepending on p,q,a,T,N,d, K, u and the Lipschitz constants of f and g such
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that
| Ul preuc @z, zayyy < CKuoto
HUHLP(Q:C([&T]:BZS By S s £€0.T)
1 Ul ottt (10 20-0a(gascvyyy < CoKug pgr 0 € [0,3)
”UHu(g;cg—]ﬁ" ooy S Cokuse 0€ (5% 3)
U R RIS CeoKuprgr 0€ (5.3),6€ (0,T].
where

Kuo,f,g = H“OHLP(Q;Bg?p(Rd)) + Hf(', " 0)”LP(Q;LI’(I,wa,L‘I(R";(CN)))
+ 11(8n(> > 0))ners
Furthermore, if U', U* are the strong solution of (2.1) with initial value u(l), u% €

L (Q, Fo; B2 (RY)) respectively, then each of the above estimates holds with U replaced
by U' — U?, and K., 14 replaced by Ku(l)_ué’ .¢ On the right-hand side.

LP (L7 (Lwa,HY(R%;62))) -

Proof. Define the function spaces Xy = H**¢ and Xy, = (Xo,X1),p as in Theorem 1.1
with m = 1. In order to prove the result we will check the conditions of Theorem

again. The proof is the same as for Theorem 1.1, but this time we need to check
N d

(A, B) € SMR(p, a, T) with a nonzero B. Indeed, let B(t)u = Z Z bj(t)Bj with
k=1 j=1

bi(t)h = Z T jin(t)hy, and (Byd)r = 610i¢x,
n=1

where 0y is the Kronecker symbol. Then Bj generates a translation group on
L1(R?;CN) given by (e®*u(x)); = us(x + Siete;), where e; denotes the j-th unit vector
in RY. Then Assumption is fulfilled, thanks to the fact that the coefficients are x-
independent. Moreover,

([B(1). B@)Ju)e = D Y 0ienlt)0rjen (1) Oi0juc.

i,j=1n=1
~ 1
Letting A(7) = A(t) + E[B(t),B(t)], gives that (A, B) € SMR(p,«,T) if and only if
(A,0) € SMR(p, a, T). However, by Assumption 2.1 the operator A fulfils Assumption

1.1 (with m = 1), and therefore, as in the proof of Theorem 1.1, we find that
(A,0) € SMR(p, o, T). O
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Lemma 2.1. (Freezing lemma) Let T € (0,0),p € [2,0) and a € [O,g — 1) (where
l +a

a=0ifp=2). Set6 =1 —
Let f € L (Q x Iwe: LP(R;CY)) and g € LI(Q x I, we: H'P(R?; €%)). Assume U is a

strong solution of

dU(t) + AU (t)dt = f(t)dt + Z(bn(t)U(t) + ga(1))dw, (1),
n=1 2.2)

and I = (0,T). Suppose Assumption 2.1 holds.

U(0) ~0,

There exists an € = &(p,q,a, T, N,d, K, ) such that if U has support in B.(xo) = {x €

R : |x — xo| < &} for some xq, then for each 6 € [0, 5) there is a constant C such that

\u LP(Q;HOP (Iwg; H2(1=0)-p(Rd))) 2.3)
< Clflr@wrtwasrr@eicryyy + Cll(8n)nert | Lr@ir (twe: it r(mese2))) -
Proof. Without loss of generality we can assume xy = 0. In order to simplify the

notation let

Vans = L2(Q HY7 (0.0, wy: H9 (B 2Y))
Y(),n,t(fz) — LP(Q’ HQ,P((O’ l'), Wel HZ(l—r]),p(Rd; fz(CN))))

Let A(f) and b,(7) be given by

d

g(t)(]ﬁ = — Z a[j(t’ w, 0)§,iak¢(x)’

i,j=1

(Bt 0)8)(x) = (Dol .0)0,01))

| k=1

Furthermore, let

~

FCU) = f(,U)+ (A= AU, and Z,(-,U) := gu(-,U) + (by — b)) U.
Clearly, U satisfies

dU(t) + AU (1)dt = f(r, U@®)dt + Y | (Ba(t)U(2) + Zu(1, U(1)))dwa ().

n=1

Therefore, by Theorem 2.1

||UHYH,(170),T < CHKO,f,g < CoKo g + CH(‘Z - A)UHYO,O,T + C”((bn - bn)U)rBl HYo,l,r-
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To estimate the latter note that by Assumption 2.1 and the support condition on U, we

have
1A —=A)Ullyyp, < (&)U, -

Similarly, for the b,-term, by the product rule and Assumption 2.1, we obtain (with K
as in Assumption 2.1) that for all ¢ € [0, T],

[((Ba = B U 1))zt | win ey < KIU @) wioacry + (@)U |warceacn
Ce|U D) | wr@acmy + (£(e) + &) [U@) [wor(eacyy,

where in the last step we used. We can conclude that

<
<

||UHY9,(1—H),T S CQKO»ﬁg + C(Z{(S) + 8)HUHY0,1,T + CSHUHYO,O,T' (2.4)

Now let # = 0 and choose & > 0 such that C(2{(g) + &) < =. Then we obtain

| =

HUHYOJ,T < CKO,f,g + CHU”YO,O,T' (25)

The same estimate holds with T replaced by ¢.
Since U is a strong solution of (2.2), the properties of A and b,,, and (2.5) give that,
forallr e [0,T],

U0l @@y < Clf v+ Clgly, ) @) + ClU ],

< Cl Ao, + Cligly, , (@) + ClUxug,
Therefore, Gronwall’s lemma gives that for all 7 € [0, T'|,
Ul qusesiony < Clf s + Clial, o

and thus [|U|y,,, < 2CKj . Substituting the latter estimate in (2.4) and (2.5) we find

1
that for all 6 € [0, 5),
H UHyey(l_g),T < CQK()’f,g-

O

Lemma 2.2. Let 6 € [0,1],p e (1,0) and w € A,,. Let I = (0,T) for some T € (0, 0].
Let ¢ € L"(RY) be such that || p»za) = 1. We have that

==

HfHHQ*”(I,W;L”(Rd;CN)) ~ (J H(t’ x) = ¢(X - 'f)f(t’ x)Hze,p(l,w;Lp(Rd;cN))df) ’

R4

forall f € H**(I,w; LP(R?)).
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Proof. Let ¢ € L” (RY) of norm one be such that (¢, ) = 1. Consider the operators
defined by
Pf(t,x,&) =p(x — &) f(t,x) tel, xEeRY,

F(t, x) ft//x— F(t,x,&)dé tel, xeRY,

for f € LP(I,w; L?(R%;CY)) and F € L”(RY; L7 (I, w; L? (R?; C"))). Note that QPf = f.
By complex interpolation, it is thus enough to show that

P W (I,w; LP(R*,CY)) — LP(RY, WP (I, w; LP (RY; CM))),

Q : L(RY WO (I, w; LP (RY; CN))) — WO (I, w; LP (RY; CY)),
for 6 = 0, 1. Let us consider 6 = 0 first. For Q, by Holder’s inequality we have that

Ll’(I,w;L”(Rd;CN))) = ( J | fl//(x — é‘:)F(l', X, é‘:)df|pw(l)dld_x> P

IxR4 R4

|oF

< | F o et (1w (re-cvyy) -

and hence |Q| < 1 for # = 0. The above inequalities with f replaced by ¢,f, and F
replaced by J,F, then gives ||Q| < 1 for # = 1. By Fubini it is straightforward to check
that P is an isometry for 8 = 0, 1. m]

3. Conclusion

In this paper, we discussed about Parabolic systems of Semi linear Parabolic Differential
Equation of Second order.
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Abstract

In this paper we introduce the concept of Para-Lindelof spaces in L-Topological
spaces by means of locally countable families of L-fuzzy sets. Further some
characterizations of fuzzy para-Lindelofness in the weakly induced L-topological
spaces are obtained.
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1. Introduction

As a generalization of a set, the concept of fuzzy set was introduced by Zadeh. Fuzzy
topology comes as the generalization of general topology using the concept of a fuzzy
set. In 1968 Chang introduced the concept of fuzzy topology and Lowen introduced a
more natural definition of fuzzy topology.

Compactness and metrizability are the heart and soul of general topology. In 1944, J.
Dieudonne defined para-compactness as a natural generalization of compactness. Later
several other covering properties such as meta-compactness, sub para-compactness,
sub meta-compactness, para-Lindelofness etc. have naturally evolved from para
compactness. The concept of para-Lindelof spaces was introduced by J. Greever in
1968 and further studies were conducted by Burke, Fleissner-Reed.

The concept of para-compactness in fuzzy topology was introduced by Luo. Authors
have introduced the concept and studied some properties regarding meta-compactness,
sub para-compactness, and sub meta-compactness in L-topological spaces. In this paper
we define locally countable families and introduce the concept of para-Lindelof spaces
in L-topological spaces.
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2. Preliminaries

Definition 2.1. Let (X, 7) be an L-ts. A fuzzy point x, is quasi coincident with D € L*
(and write x, < D) if x, £ D'. Also D quasi coincides with E at x ( D g E at x) if
D(x) £ E'(x). We say D quasi coincident with E and write D g E if D g E at x for some
x € X. Further D—q E means D not quasi coincides with E. We say U € 7 is quasi
coincident nbd of x,(Q — nbd) if x, < U. The family of all Q — nbds of x, is denoted

by Qr (xa) or Q (xq).

Definition 2.2. Let (X,7) be an L-ts, A € L*.® < L* is called a Q-cover of A if for
every x € Supp(A), there exist U € ® such that x4(,) < U. @ is a Q-cover of (X, 7) if ®
isaQcoverof T.Ifa € M(L),thenC € tisana - Q —nbd of A if C € Q (x,) for every
Xo < A. @ is called an a - OQ-cover of A, if for each x, < A, there exists U € ® such
that x, < U. ® is called an open a - Q-cover of A if ® < 7 and @ is an « - Q-cover of
A. @y c L¥ is called a sub @ - Q-cover of A if &y — ® and d, is also an @ - Q-cover of
A. @ is called an @~ — Q cover of A, if there exists y € 8*(@) such that @ is y - Q-cover
of A.

Definition 2.3. Let (X,7) be an L-ts, D € L*. D is called N-compact if for every
@ € M(L), every open a - Q cover of D has a finite sub family which is an e~ — Q
cover of D. (X, 1) is called N-compact if T is N-compact.

Definition 2.4. Let (X,7) bean L-ts, A = {A, : 1€ T} = L*, x; € M (L¥) . Ais called
locally countable at x,, if there exist U € Q (x,) and a countable subset T of T such that
t € T\Ty = A,—qU. And A is called *-locally countable at x, if there exist U € Q (x,)

and a countable subset Ty of T such that r € Ty = x4, ,,—~qU. A is called locally

(L)
countable (*-locally countable) for short, if A is locally countable (*-locally countable)

at every molecule x, € M (L¥).

The previous notions “locally countable family” is defined for L-ts. They can be
also defined for L-subsets:

Definition 2.5. Let (X,7)bean L-ts. A LX, A= {A,:1e T} < L*,x,e M (L*) . As

called locally countable in A, if A is locally countable at every molecule x, € M (] A).

Definition 2.6. Let (X,7) be an L-ts. A = {A,:te T} < L*,B € L*. A is called
o-locally countable in B if A is the countable union of sub families which are locally
countable in B. A is called o-locally countable for short, if A is o-locally countable
inT.
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Definition 2.7. Let (X, 7) be an L-ts. Then by [r] we denote the family of support sets
of all crisp subsets in 7. (X, [7]) is a topology and it is the background space. (X, 7) is
weakly induced if U e 7 is a lower semi continuous function from the background space
(X, [7]) to L.

Proposition 2.1. Let (X, 7) be an L-ts. Then the following conditions are equivalent.
(i) (X, 1) is weakly induced.
(ii) (X, 7) is weakly y-induced for every y € pr(L).
(iii) (X, 7) is weakly a-induced for every a € L.

Definition 2.8. A collection A refines a collection B(A < B) if for every A € A, there
exists B € B such that A < B.

Definition 2.9. Let (X,7) be an L-ts. A = {A,:te€ T} < L* is a closure preserving
collection if for every subfamily A, of A, ¢/ [vAo] = v [cl Ay].

Proposition 2.2. Let (X,7) be an L-ts. A < L* is closure preserving. Then for every
sub family Ag = {A, : t€ T} € A, vier cl A, is a closed subset.

3. Para-Lindelof Spaces

Definition 3.1. Let (X, 7) be an L-ts, A € L*, a € M(L). A is called a-Lindelof if every
open a - Q-cover of A has a countable subfamily which is also an @ — Q-cover of A. A is
Lindelof if A is « - Lindelof for every @ € M(L). And (X, 7) is Lindelof if T is Lindelof.

Definition 3.2. Let (X, 7) be an L-ts, @ € M(L). (X, 7) is called o-para-Lindelof if for
every open a - Q-cover @ of X, there exist an open refinement ¥ of @ which is o-locally

countable in X and also an a - Q-cover of X.

Proposition 3.1. Let (X, 7) be an L-ts, A € L*,a € M(L). Then
(i) A is a*-para-Lindelof = A is a-para-Lindelof.
(i1) A is *-para-Lindelof = A is para-Lindelof.

Para-Lindelof and *-Para-Lindelof are hereditary with respect to closed subsets.

Theorem 3.1. Let (X,7) be an L-ts, Ac L*,a € M(L), Be 7. Then
(1) A is a-para-Lindelof = A A B is a-para-Lindelof.
(i1) A is para-Lindelof = A A B is para-Lindelof.
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Proof. We need to prove only (i). Suppose that U is an open @ — Q— cover of A A B.
Take V = U u {B'}. Now clearly V is an open @« — Q— cover of A. Since A is a-para-
Lindelof, V has an open refinement W such that W is locally countable in A and is also
an @ — Q-cover of A. Take Wy = {W e W :3U € U, W < U}. Now we show that W, is
the required locally countable refinement of V which is also an @ — Q-cover of A A B.
Clearly W, is a locally countable refinement. Let x, < A A B < A, since W is an « -
QO-cover of A, there exist W € W such that x, < W. Since x, < B,B £ B',ie. W £ B'.
Since W is a refinement of V = U U {B'}, 3U € U such that W < U. Thus W € W, and
hence x, < W e W,. O

A similar theorem holds for a*-para-Lindelof and *-para-Lindelof spaces also.

Theorem 3.2. Let (X, 1) be a weakly induced L-ts. Then the following conditions are
equivalent

(i) (X, 1) is para-Lindelof;

(ii) There exist &« € M(L) such that (X, t) is a-para-Lindelof;

(iii) (X, [7]) is para-Lindelof.

Proof. (i) = (ii) is obvious.

(ii) = (iii): Let U < [7] be an open cover of X. Now U* = {yy : U € U} is an open «
- Q-cover of T and it has a locally countable refinement V which is also an a - Q-cover
of T.

Let W = {V(a/) Ve V}. Clearly W is both a refinement of U and a cover of X.
Since (X, 7) is weakly induced, we have W < [7]. Now we want to prove that W is
locally countable. Let x € X. Since (X, 1) is a-para-Lindelof, there exist B € Q (x,)
such that B only quasi coincides with a countable number of members V;, Vi, V,, - - -
of V. Let O = B(y). By the weakly induced property of (X,7),0 € [r]. For every
VeV, if On Vi # ¢, then there exist an ordinary point y € O n V), and hence
B(y) £ L,V(y) £ @'. Therefore V(y)' < a and it follows that B(y) £ V(y)" and thus
BqV.SoV e {VyV,V,, -} and O intersects only a countable number of members
Voys Vi), Vaary, - - - of W. Hence (X, [7]) is para-Lindelof.

(iii) = (i): Suppose that @ € M(L) and U < 7 be an open a - Q-cover of T.
Since (X,7) is weakly induced U* = {Uy): U € U} is an open cover of (X, [7]).
Since (X, [7]) is para-Lindelof, there exist a refinement V of U* which is also a locally
countable cover of X. For every V € V, let Uy € U such that V. < Uy(y). Let
W = {xyv A Uy : Ve V}. Now clearly W is both a refinement of U and an « - Q-cover
of T. Now we will prove that W is locally countable. Let x, € M (L*). Then since V is
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locally countable, there exist a neighbourhood B of x such that B intersects with V; for
countably many V; € V. Now we have y3 € Q (x,). We will show that x5 g yv. A Uy, for
at most countably many i. For if possible x5 ¢ xv A Uy for uncountably many V € V.
Then x5 g xv or xp g Uy for uncountably many V € V. In both cases B intersects with V
for uncountably many V € V, which is a contradiction and hence W is locally countable.
Therefore (X, 7) is a-para-Lindelof. This completes the proof. m|

Theorem 3.3. Let (X, 1) be a weakly induced L-ts. Then the following conditions are
equivalent

(i) (X,7) is *-para-Lindelof;

(ii) There exist « € M(L) such that (X, 1) is «*-para-Lindelof;

(iii) (X, [7]) is para-Lindelof.

Proof. (i) = (ii) is obvious.

(ii) = (iii): Let U < [r] be an open cover of X. Now U* = {yy : U € U} is an open «
- Q-cover of T and it has a locally countable refinement V which is also an a - Q-cover
of T.

Take W = {V(4) : V € V} then W is both a refinement of U and a cover of X.
Since (X,7) is weakly induced, we have W < [r]. Now we want to prove that
W is locally countable. Let x € X. Since (X,7) is a*-para-Lindelof, there exist
B € Q(x,) such that ) only quasi coincides with a countable number of members
Vo, Vi, Va, - -+ of V. Then x € B(). By the weakly induced property of (X, 1), B € [7],
so B(y) is a neighbourhood of x. For every V € V, if By n V() # ¢, then
there exist an ordinary point y € By N Vi), V(y) £ ', V(y) >L, V(y) <L. So
xs) = T £ V), xsyg V\V € {Vo, Vi, Va,---}. Therefore the neighbourhood
By is of x intersects a countable number of members Vo), Vi), Vo), -+ of W,
thus W is locally countable in X. Hence (X, [7]) is para-Lindelof.

(iii) = (i): Suppose that @ € M(L) and U < 7 be an open a - Q-cover of T. Since
(X,7) is weakly induced U* = {U(y : U € U} is an open cover of (X, [7]). Since
(X, [7]) is para-Lindelof, there exist a locally countable and open refinement V of U*
which is also a cover of X. For every V € V, let Uy € U such that V < Uy(,). Let
W = {xv A Uy : Ve V}.Then W c tisclearly a refinement of U and an « - Q-cover of
T. Now we will prove that W is *-locally countable. Let x, € M (LX ) and B € QO (x,). If
possible let y (yv A Uv)(L) gB for uncountably many V € V. Thatis xv A xyv(1)q B for
uncountably many V € V. And hence xyq B or yyy(1)q B for uncountably many V € V.
In both cases V intersects with the neighbourhood of x for uncountably many V € V
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which is a contradiction that V is locally countable. Hence W is *-locally countable and

this completes the proof. O

Theorem 3.4. Let (X, 1) be an L-ts. Then the following are equivalent

(i) (X, 1) is para-Lindelof;

(ii) For every open a - Q-cover A of (X, 1), there is a locally countable refinement B
such that if x, € M (LX) then x, € int (st (x,, B)).

Proof. (i) = (ii) is obvious.

(ii) = (i): Suppose A = {A, :t€ T} is an open @ — Q-coverof T. Let B={B, :t€ T}
be a locally countable refinement as given in (ii). Let C be an open @ — Q-cover
of T such that every element of C intersects at most countably many elements of B.
Then for every x, € M (LX ) there is a locally countable refinement D of C such that
Xo € int (st (x,, D)).

For each B € B, take Ap € A such that B < Ap and let Gy = int(st(B, D)) A Ap.
Then clearly G = {Gp : B € B} is an a - Q-cover of T and hence is an open refinement
of A. To show G is locally countable, let x, € M (LX) and W € Q(x,) such that
W intersects only countably many elements of D. Now since each D € D intersects
only countably many elements of B, it follows that W intersects only countably many
elements of {st(B,D) : B € B}. Hence G is locally countable and the theorem is
proved. O

4. Conclusion

In this paper we have defined the para Lindelof spaces and L-Topological
spaces by means of locally countable families of L-fuzzy sets. We have proved
characterizations of fuzzy para Lindelofness.
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Abstract

In fuzzy arithmetic, the multiplication operation based on Zadeh’s extension
principle owns several unnatural properties both from theoretical and practical
points of view. To overcome some of these shortcomings, a new operation called
cross product has been introduced recently. We show the main properties of the
cross product. We also present a comparative study of the traditional multiplication
and the cross product in geological applications, especially for estimating of
resources of solid mineral deposits.

Keywords: Fuzzy Number, Cross Product, Solid Mineral Deposit Estimation.

1. Introduction

In this section we study the theoretical properties of the cross product of fuzzy numbers.
Let Rj. = {u € Rr : u is positive or negative}. Firstly we begin with a theorem which
was obtained by using the stacking theorem.

Theorem 1.1. If u and v are positive fuzzy numbers then w = u © v defined by
[w]" = W, W], where w* = u'v' + u'v" — u'v' and W = wu' +u'v —u'v', for

every r € [0, 1], is a positive fuzzy number.
Corollary 1.1. Let # and v be two fuzzy numbers.

(i) If u is positive and v is negative then u ® v = —(u ® (—v)) is a negative fuzzy

number;
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(ii) If u is negative and v is positive then u ® v = —((—u) ® v) is a negative fuzzy

number;
(iii) If u and v are negative then u ©® v = (—u) ® (—v) is a positive fuzzy number.

Definition 1.1. The binary operation © on R}. introduced by Theorem 1.1 and Corollary
1.1 is called cross product of fuzzy numbers.

Remark 1.1. 1. The cross product is defined for any fuzzy numbers in R; =
{u € R}; there exists an unique xy € R such that u (xy) = 1}, so implicitly for
any triangular fuzzy number. In fact, the cross product is defined for any fuzzy

number.

2. The below formulas of calculus can be easily proved (r € [0, 1]) :

- —1 =l
MoV =uv' +u'y —u'v',

.
—1 —
MOV) =uv +u'V —u
If u is positive and v is negative, (u®v) = u'v
— — -
Wy +uy —u'v

=1
IV

1=r 1=1 r_
+uvV —uv, W®v) =

If u 1s negative and v is positive. In the last possibility, if # and v are negative then
—_—r

woOv) =uv' +u' v —u'v, Wov) =uv' +u

lzr o Zl‘_"l'

3. The cross product extends the scalar multiplication of fuzzy numbers. Indeed, if
one of operands is the real number & identified with its characteristic function then
k" = kK =kVre [0, 1] and following the above formulas of calculus we get the

result.

The main algebraic properties of the cross product are the following.

Theorem 1.2. If u,v,w € R} then
O (—u)Ov=u®(—v)=—-(udv);
MuGv=vQu;
(i) (uOV)OWw=u® (vOw);
(iv) If u and v have the same sign then (@ v) Ow = (LU OW)D (VO w);

V) (V)" = u®" OVv",Vn e N*, where a®" = a® ... a for any a € RE.

~ ~~ -~

n times

Remark 1.2. 1) If u is positive and v negative (or u is negative and v positive) then the

property of distributivity in (iv) is not verified even if # and v are real numbers.
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2) The above properties (i)-(iii) hold for the usual product “-” based on the extension
principle. The property (iv) holds in a weaker form: If « and v are on the same side of 0
then for any w,w < 0 or 0 < w we have (u@®v) -w= (u-w)® (v-w)

The so-called L — R fuzzy numbers are considered important in fuzzy arithmetic.
These and their particular cases triangular and trapezoidal fuzzy numbers are used

almost exclusively in applications.

Definition 1.2. Let L,R : [0, +00) — [0, 1] be two continuous, decreasing functions
fulfilling L(0) = R(0) = 1,L(1) = R(1) = 0, invertible on [0, 1]. Moreover, let a' be
any real number and suppose g, @ be positive numbers. The fuzzy set u : R — [0, 1] is

L
L (a ) , forr<ad'
an L — R fuzzy number if u(r) = _Q | .
A

f—a
— ) fort > a'
a

Symbolically, we write u = (a',a,a), ,, where a' is called the mean value of u,a,a

LR’
are called the left and the right spread. If u is an L — R fuzzy number then

Theorem 1.3. If u and v are strict positive L — R fuzzy numbers then u ® v is a strict
positive L — R fuzzy number.

Since we are interested mainly in the applications of the cross product we may
restrict our attention to positive fuzzy numbers, however in other cases some similar
properties can be obtained.

The cross product verifies the following metric property.

Theorem 1.4. If u, v have the same sign and w € R}. then

ml‘} +W0 _EO-

b

DwQ®u,w®v) < K,D(u,v), where K, = max {‘Wl

Definition 1.3. Let u be a fuzzy number. The crisp number A, (u) = u' —u” is called r—

error to left of u and the crisp number Ay(u) = " — u™" is called r -error to right of u,

where r € [0, 1]. The sum A"(u) = A} (u) + Ax(u) is called r -error of u.

If u expresses the fuzzy concept A then A} (u) and Ag(u) can be interpreted as the
values of tolerance of level r from the concept A to left and to right, respectively. For
example, if the triangular fuzzy number u = (5,7,9) expresses “early morning” then

1 1
A;(u) =1 (one hour) is the tolerance of level 5 of u towards night from the concept
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1 1
of “early morning” and A; (1) = 0.5 (30 minutes) is the tolerance of level 1 of u towards

moon from the concept of “early morning”.

A new argument in the use of addition of fuzzy numbers as extension (by Zadeh’s
principle) of real addition is the validity of the formula A"(u@®v) = A"(u) + A"(v) which
is consistent to the classical error theory. It is an immediate consequence of the obvious
formulas A} (u ®v) = A} (u) + AL(v) and Ag(u @ v) = Ag(u) + Ax(v)

Now, let us study the relative error of the cross product.

Definition 1.4. Let u be a fuzzy number such that u' # 0 and it' # 0. The crisp numbers
Al (u AL (u
o) (u) = L(l ) and 8yx(u) = R_(l )
Ju'| ‘u ‘

The quantity 5" (u) = &} (u) + 6x(u) is called relative r— error of u.

are called relative r -errors of u to left and to right.

Theorem 1.5. If u and v are strict positive or strict negative fuzzy numbers then

S (u®v) =086+

2. Applications of the Cross Product in Geology

Recently, fuzzy arithmetic has found several applications in geology. In the above
cited work the usual (Zadeh’s extension principle based) product is used for estimation
of resources of solid mineral deposits. In this section we propose an alternative study of
the same problem, by using the cross product. The reasons of the possible usefulness of
the cross product are the following.

Firstly, in this case the shape of the result of the product is conserved, i.e. the product
of triangular numbers is triangular and the product of trapezoidal numbers is trapezoidal.
Secondly, the 1-level sets are better taken into account by the use of cross product. Also,
the consistency of the cross product with the classical error theory motivates this study.

As we perform resource estimation on several bauxite deposits in Hungary. In the
same way as with the traditional methods, the tonnage of the resources is obtained by
the product of the deposit area, the average thickness and the average bulk-density of the
studied ore or mineral commodity. Large deposits can be split into blocks, preferably
along natural boundaries, such as tectonic lines. We present the results obtained by the
usual multiplication and the results obtained by using the cross product.

Furthermore, if we defuzzify the two results obtained by the two different
producttype operations we conclude that the results are different. Also, we observe that
after defuzzification (by centroid method) the result of the cross product in the study of
the Obarok deposit is smaller than that of the usual product i.e. the cross product leads
to a more pessimistic result than the usual multiplication in this case. So, the risks of an
investment at this site can be more realistically evaluated.
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3. Conclusion

In this paper, we discussed about the concept of Cross product of fuzzy numbers and
the applications of cross product in Geology.
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Abstract

The conventional high temperature solid-state reaction method was used to
synthesise a novel phosphor type of Glaserite type Orthovanadate CsK,LA[VO4]»
doped with the trivalent rare-earth Sm>* ion, and their structural characterization
and optical properties were investigated. The pure-phase glaserite structure in the
synthesized compound was verified by powder X-ray diffraction (XRD) studies.
The lanthanide (Ln3+) substituted luminescence behaviours and the self-activated
luminescence behaviours of the host lattice have been studied in detail by (PL)
Photoluminescence. Interestingly, the synthesized phosphor material not only
shows red emission due to the dopant Sm>*, it also shows a green emission due
to the host lattice. The broad-band green emission is originated from the [VO4]>~
emission. The UV-DRS is measured to find the highest percentage of reflectance
and also the band gap is calculated. The CIE chromaticity color coordinate values
were calculated and it is well matches with the NTSC standards.

Keywords: Glaserite, Orthovanadate, Chromaticity Coordinates, Self-Activated.

1. Introduction

Phosphor-converted white light-emitting diodes (PC-wLEDs) have become
commercially available in recent years, and much attention has been started focusing
on their development due to their widespread applications in solid lighting [1,2]. PC-
wLEDs have a high potential for replacing traditional lighting such as incandescent
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and fluorescent lamps, with advantages such as long lifetime, low energy consumption,
and environmental friendliness [3,4]. Rare earth doped vanadate phosphors have
awhile back received a lot of attention because of their long-wavelength excitation
properties, which allow them to be used in LEDs, fluorescent lamps, and flat panel
displays (FPD) [5,6]. Vanadate compounds have broad and intense charge transfer (CT)
absorption bands in the near UV, allowing them to capture emissions at a wide range of
wavelengths.

A phosphor material’s first and most crucial requirement is that it have a high
absorption in the near-UV to blue spectral region. Because of their poor absorption
in the near-UV to blue spectral region, conventional phosphors used in fluorescent
lighting are not suitable for solidstate lighting (SSL). As a result, there has been a
growing interest in developing new and novel phosphor families with high absorption
in the near-UV to blue region. Due to their high absorptivity, rare-earth doped vanadate
based materials have emerged as the best candidate phosphors for optical wavelength
conversion in the development of w-LEDs for general illumination applications.

Due to their self-activated emitting properties of the [VO4]>~ group, sensitization
from [VO,]>~ to rare earth ions, long wavelength excitation, and excellent chemical
stabilities, vanadatebased phosphors have recently received a lot of attention [9]. The
vanadate group, namely [VO4]*~, has broad and intense charge transfer (CT) absorption
bands in the UV region, and some of them can produce intense broadband CT emission
spectra from 400 to more than 700 nm related to the local structure [10-12]. When
exposed to Ultraviolet light, these vanadatesor rare earth ion-doped materials could
indeed convert the ultraviolet emission into white light [13]. Similar to other Scheelite-
type compounds, the [VO4]>~ complex ion group, in which the central V metal ion is
coordinated by four O, ions in tetrahedral symmetry, has been identified as an efficient
luminescent centre. Other vanadate complexes with the characteristic luminescence
of [VO,]*>~ ions include Mg;(VO,),, LiZnVO,, and NaCaVO,. When trivalent rare-
earth ions like Eu’*, Sm®", and Dy’" are incorporated into a vanadate host, bright
luminescence due to the dopant ions is observed due to efficient energy transfer
processes from the vanadate ions. Lanthanide ions, such as Eu’*, Sm**, Dy**, and
Tb3*, among others, are well known as luminescent activators in a wide range of host
lattices due to their abundant energy levels at a wide range of wavelengths. Among these
ions, Sm’* is a key activator ion in the production of visible emission [14]. Special
consideration is always given to Sm®", whose ionic radius is very similar to that of
Eu3+, resulting in red emission. Sm’>" activated luminescent materials are currently
receiving a lot of attention [15]. They exhibit bright emissions in the orange and red
ranges due to transitions from the excited state *Gs /2 to the ground state ®H; /2 and the
other state °H, (J = 7/2,9/2, and 11/2), which can be used in high density optical
storage, temperature sensors, undersea communication, various fluorescent devices,
colour display, and visible solid state lasers [16].
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This research is searching for a new vanadate host for (RE - trivalent rare earth
jon) Sm>* ions. We chose CsK,LA[VOy], because, to the best of our knowledge,
neither undoped nor doped glaserite orthovanadate’s luminescence properties have been
reported very much up to this point. CsK,LA[VO,], is an orthovanadate with a glaserite
(aphthitalite)-like structure. This compound’s prototype is the sulphate K;Na(SOy),.
The formula XY,M(TO,), describes it, where X,Y, M, and T are cationic sites of
12, 10, 6, and 4 coordination, respectively. The formula XY,M(TO,), describes it,
where X, Y, M, and T are cationic sites of 12, 10, 6, and 4 coordination, respectively.
Glaserite-like orthovanadates, such as K;Y(VO,), doped with Dyand K;Y(VO,),
codoped with Dy and Bi, [17] AsRE(VO,), (A = alkali metal, RE = Sc, Y, LalLu),
[18] and Na3;Ln(VO,), (Ln = La, Nd, and Er) [19], have received attention due to
luminescence material applications. We investigated the luminescence behaviour of
CsK,La, ,[VO,], with different ,.Sm>* concentrations of x = 0,0.025,0.05,0.075, and
0.1 in this study. This investigation is being conducted to investigate emissions caused
by the host [VO,]>~ and the dopant Sm**. This could be useful in the development
of new luminescent materials in orthovanadate. Although the luminescence properties
of various vanadate phosphors have been reported, there have been no reports on the
luminescence properties of CsK,La(VO,),:Sm**.

2. Experimental Section

2.1. Materials

As precursors, high-purity (99.99 percent) oxides and carbonates were used, including
reagent grade Ammonium meta vanadate - NH,VO;, Cesium carbonate - Cs,COs,
potassium carbonate - K,COs, and rare earth oxides such as Lanthanum oxide - La,03
and the rare earth activator samarium oxide - Sm,0Os.

2.2. Synthesis

The Sm’* doped glaserite-type orthovanadate CsK,LA[VO,], was synthesised using
a standard high-temperature solid-state reaction. The concentrations of Sm>" doping
range from O to 0.1 percent in 0.025 increments. The corresponding precursors are
weighed based on their stoichiometric ratio. Each starting tangible mixture is ground for
an hour before being loaded into a high purity silica crucible and sintered in a furnace.
First, the stoichiometric mixture was gradually heated to 350°C over a 7-hour period
and held there for 5 hours. The powder was remixed and then heated for 5 hours at
700°C. The sample was then thoroughly mixed and heated again at a temperature of
780-800°C for 10 hours and cooled down to room temperature to obtain a white powder.
This synthesis was carried out in a standard environment. The synthesized powder is
characterized by its structural and optical properties.

2.3. Measurements and Instrumentations

Powder X-ray diffraction (XRD) analysis collected on an X’Pert PRO PANalytical
diffractometer (45kV, 30mA) and with Bragg-Brentano geometry using Cu-Ke radiation
(1 = 1.5406A) was used to verify phase purity. The Photoluminescence - PL and PLE
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spectra were recorded on a Fluoromax-4 Spectroflurometer [Horiba Scientific]. The
UV-Diffuse Reflectance Spectra is measured with the JASCO model V-670 in the range
of 200 — 800nm. The CIE values were obtained using the MATLAB software and a CIE
calculator. The emission intensity is employed here to find the CIE x and y coordinates
values, which are needed to prove that the obtained values are very close to the NTSC
standard cards. All the measurements were taken at room temperature.

3. Results and Discussion

3.1. Crystal Phase Formation

The powder XRD was used to determine the crystallinity of the phosphor materials.
Figure 1 depicts the XRD patterns of ,Sm’" doped CsKsLa(_)[VO4], at various
concentrations (x = 0 to 0.1 in 0.025 steps). The reflections from all concentrations
were identical, and all of the peaks shown in the graphs are well indexed to the patterns,
which are in good agreement with the powder diffraction file 2 (PDF 2) card No. 89-
6536 (CsK,La[VOy],) in the International Centre for Diffraction Data (ICDD). The
XRD peaks are well indexed to the monoclinic structure with a space group of P21/m.
The unit cell parameters are a = 10.094(6)A, b = 5.991(3)A, ¢ = 7.858(6)A and
V = 475.19A% and the interfacial angles @ = y = 90° and 8 = 90.76°(8). There is no
other phase is detected, indicating that the obtained samples are single phase and Sm>*
ions have been successfully incorporated into the host lattice by replacing La’* ions due
to their similar ionic radii and charge. But the peaks exhibit a little right shift for the
samples with the Sm doping level enhanced because of the crystal lattice distortion.

Due to the lanthanide contraction, the radius of Sm** (0.96) is smaller than that of
La*t (1.032), so the cell volume of CsK,La(VO,),:Sm>* decreases with more Sm>*
replacing La’*, resulting in the XRD peaks shifting to a higher degree.

Even when La’" in the host lattice is replaced by Sm>*, the crystal structure does not
change dramatically. The average crystallite size, D = 1.19nm, is calculated using the

DebyeScherrer’s formula ie., D = , where 3 is the full-width at half-maximum

0s 6
(FWHM) of the corresponding XRD peak at radiant, k—the so-called shape factor, A -

is X-ray wavelength (A¢c,kx, = 0.15406 nm) and 6 is the Bragg diffraction angle.

3.2. UV -DRS - Diffusion Reflectance Spectra

Diffuse reflectance UV—Visible spectroscopy in the 200-800 nm range was used
to monitor the optical absorption of the host CsK,La(VO,), and Sm**-substituted
phosphors.

Figure 2(a) and (b) show the DRS of the CsK2La(V0O4)2 host and the Sm3+ doped
phosphors. It shows a status of high reflection in the wavelength ranging from 450
to 800nm for the host and 420 to 800 nm for the doped sample, and then shows a
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Figure 1: XRD patterns of CsK,;La,;_,Sm,[VO,], (x = 0 to 0.1) orthovanadates
and the corresponding PDF2 standard card No. 89-6536

remarkable drop from 450 to 300nm for the host and for the doped sample, it is from
400 to 300nm, which corresponds to the band transition. Also, it can be seen that Sm’*
doped has a strong absorption band in the range 300 to 350nm.

To determine the band gap of the synthesized compound, the fundamental
absorption, which corresponds to the transition from the valance band to the conduction
band, was used. The relation between the absorption coefficient (@) and the incident
photon energy (hv) can be written as

ahv = A(hv — E,)",

where A is constant, a is the absorption coefficient and n depends on the type of
transition having values 1/2,2,3/2 and 3 corresponding to the allowed direct, allowed
indirect, forbidden direct and forbidden indirectly respectively [20]. The value of the
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Figure 2: Diffuse reflectance spectra of the host CsK;La(VQ,), phosphor
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Figure 3: Diffuse reflectance spectra of CsK;La(;_[VO4]. : Sm’>* phosphor for
the concentrations x = 0.0.025, 0.05,0.075,0.1

band gap has been determined by extra-plotting the straight line portion of the (ahv)l/ "
versus hv graph, which is shown in the inset of Fig.5(a). The band gap value has been
found to be 3.73 eV for the host and for doped sample it is estimated to be 3.74 eV.
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3.3. Luminescence Properties

3.3.1 PL of Rare Earth Free Self-Activated Phosphor

The PL and PLE spectra of undoped CsK;La(VQy), are shown in Figure-3(a). The
undoped sample shows a broad excitation spectrum band lying between the range of
250 and 400 nm with two peaks at 272 nm (Ex; : 'A; — 'T,) and 361 nm (Ex, : 'A; —
IT)) ascribed to (CT) charge transfer transitions in [VO,4]*~ group.
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Figure 4: Photoluminescence of undoped CsK,La[VO,],

This shows that the phosphor absorption can perfectly match the emission spectrum
of near UV-LED chips (360-400nm), which is essential for improving the efficiency of
white LEDs. The nearly same excitation spectrum is in agreement with the conclusion
suggested by Ronde et al., [4] that the position of the excitation bands is slightly
influenced by the vanadate host. Vanadate host lattice luminescence is caused by charge
transfer (CT) bands (2p orbital of O, orbital of V;r) in ligand—metal localised tetrahedral
coordinated [VO,]*~ groups [14,15].

According to the inset figure—3, the ground state of VO, is 'A;, and the excited
states are 'T;, 'T,, Ty, >T,. Electronic transitions from ground state 'A; to excited
states ' Ty, 'T, are allowed, but emission transitions from excited states °T;, °T, to
ground state ' A; are prohibited by the spin selection rule in ideal Tetrahedral symmetry.
However, because of the spin-orbit interaction, the spin-forbidden transition is partially
permitted. This is due to the fact that spin orbit interaction is based not only on spin
and orbital angular momentum, but also on the central field potential, and it is aided
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by the distortion of the VO, tetrahedron [16]. Furthermore, the spin-orbit interaction
allows the luminescence-process transition due to the presence of the heavy atom effect
of VOy, which contains the vanadium atom. As a result, an intense 514 nm emission
(figure—3) is observed, which is caused by a CT emission transition in [VO,]*.

The broad emission band of the undoped sample has a peak at 514 nm and extends
from 400 to 700 nm. Therefore, taking into consideration that its emission spectrum
is similar to the solar spectrum regarding the peak wavelength and broad band in the
visible region, this material is useful for lighting when it is pumped with near UV-LED.
Besides, the broad band is analysed using Gaussian multipeaks fitting and the results are
shown in figure 3 as Em; and Em,. The result shows that the broad emission band can
be decomposed into two Gaussian peaks, indicating that the Gauss fit peak 2 is from the
CT band O, — V°* at a relatively higher intensity than the Gaussian fit peak 1, which
is at a relatively weak intensity.

Inset (right) in figure-3 is the schematic model to display the excitation and emission
processes in VO, tetrahedron [14]. The molecular orbitals of the V3* jon with Td
symmetry are expressed as a ground 'A, state and excited ' T, 'T,, °T, and °T, states.
The absorption bands for Ex; and Ex; in the PLE spectra are correspond to the spin-
allowed transitions from the ground state 'A| to the excited states 'T,, 'T, levels,
respectively [17].

3.3.2 PL of Sm*" Activated Phosphor

The photoluminescence excitation and emission
spectra of Sm3* doped CsKjLa(_)(VOy); : Sm (x = 0.075) are shown in Figure-
3(b). The broad emission, observed in an undoped compound (Figure-3a), was also
observed in the Sm** doped compositions and, along with some sharp emission lines,
was also observed in the Sm>* doped CsK,La(VO,),. These sharp emission lines range
from 600 to 646 nm.

The excitation spectrum of CsK;Lagg5(VOy4)s @ 00755Sm phosphor monitored at
601nm consists of a charge transfer band at 369nm and two excitation characteristics
of samarium is at 406 and441 nm as depicted in Fig.5[a].The broadband around 369 nm
is due to the charge transfer (CT) band of Sm**— 0% [21]. The other excitation peaks
at 406 and 441 nm have been assigned to the 4f-4f inner shell transitions of Sm** [22].
The efficient excited wavelength range of Sm>* in this phosphor covers the whole long-
wavelength UV, purple, blue, and bluish-green spectral regions. This suggests that the
effective excitation range well matches the output wavelengths of InGaN-based LED
chips, and thus the phosphors have potential application in solid-state LED lighting.

The emission spectrum is excited by 406 nm. The characteristic emissions of this
phosphor consist of five emission bands, which are attributed to the transitions from the
*Gs)y state to °H,;J = 5/2,7/2,9/2,11/2 and 13/2) states of Sm>*. Among these, the
strongest emission peak located at 601 nm originates from the typical transition *Gs )
— °H, 2 and the other peak at 647 nm is attributed to the transition of 4Gs n = 6H9/2
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Figure 5: Shows Photoluminescence excitation and emission spectra of
CusLa(l,x)Smx[VO4]2; ()C = 0075)

respectively [23]. Among these emission peaks, the transition emission *Gs n— 6H7/2
(601 nm, orangish red) with AJ = %1 is a magnetic dipole (MD) allowed one, but it
is also an electric dipole (ED) dominated one, and the other transition, 4Gs 2 — 6H9/2
(647nm, red) is purely an ED one. The MD transition does not appreciably depend on
the chemical surroundings of the luminescent center and its symmetry; however, the ED
transition belongs to the hypersensitive transitions. Generally, the intensity ratio of ED
to MD transitions has been used to evaluate the symmetry of the local environment of the
trivalent 4f ions. The greater the intensity of the ED transition, the more the asymmetry
nature [24]. In this work, the emission due to the 4G5/2 — 6H9/2 (ED) transition of
Sm** is more intense than *Gs n— 6H9/2, indicating the asymmetric nature of the host
matrix. And the three main emission peaks of this phosphor always split just similarly
to the reports of LiBaBO; : Sm’>* [25], Gd;MoOg : Sm>* [26] and GAVO, : Sm** [27].
Those splits result from the crystal field effects, and the spilt extents are related to the
structural characteristic of the crystal field.

3.4. Commission International del’Eclairage (CIE) Chromaticity Coordinates

The chromaticity coordinate value of emission for the host lattice CsK,LA[VOy],
excited at 369 nm and the Sm>* activated CsK2LA(0.025)[VO4]2 @ 0.075Sm phosphor
excited at 401 nm is calculated and indicated by a black cross mark in Figure-4.The
CIE chromaticity coordinate values are calculated and are found to be x = 0.247 and
y = 0.402 (green region) for the host lattice and x = 0.682 and y = 0.316 (red region)
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for the Sm** doped phosphor.
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Figure 6: Shows CIE of undoped and Sm’* doped phosphor compounds

The calculated CIE value is very close to the National Television Standard
Committee (NTSC) standard values with (x = 0.670 and y = 0.33) [28]. Hence, this
red phosphor can find potential application in white LEDs.

4. Conclusion

A new phosphor Sm’* - doped glaserite-type orthovanadates CsK,LA[VO,], with
various concentrations of x = 0,0.025,0.05,0.075 and 0.1 were synthesized via the
conventional high temperature solid-state reaction. The XRD pattern shows that the
lattice parameters of the synthesized compound exhibit a linear relationship between
the host and doped XRD patterns, indicating the RE** ions are well incorporated in the
host lattice. The powder XRD clearly infers that it crystalizes in a monoclinic structure.
The UV-DRS shows the highest percentage in the wavelength range of 400 to 800nm
which is highly essential for w-LED applications. The bandgap value is found to be 3.7
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eV, which is required for solid state lighting application. The host compound material
CsK,LA[VOy4], shows a broad emission band with a maximum at 505nm due to the CT
transitions in VO4. The self-luminescence property of orthovanadate is proved and the
value lies in the green region, ie., 1 = 505 nm. The trivalent rare earth Sm** doped
phosphor with the host CsK,LA[VO,], showed emissions in red region attributed to
the transitions from the excited state 4G5/2 to the ground state 6H5/2 (4 = 601 nm)
and the other state 6H9/2 (1 = 646 nm) transition levels in Sm**. It can be found
that CsK;La(_)[VO4]; : Sm*>" have efficient absorption in the region of near-UV
wavelengths or blue wavelength regions. This can well match with the light from UV-
LED (360-400nm) or blue LED chips (450 - 480nm) based on GaN semiconductor. The
calculated CIE value also shows that the x and y coordinates are very much close to
the NTSC standard card. Hence, these results prove that phosphors can be suggested as
suitable candidates for the application of near-UV white LED phosphors.
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Abstract

The structural characterization of 2-(6-aminobenzoxazole-2yl)-5-diethylamino
phenol has been reported and characterized by FT-IR spectra in the region of
4000-400 cm ™!, The theoretical studies such as structure parameter, vibrational
frequencies, electronic absorption spectra has been investigated using gas and
solvent phase, HOMO-LUMO, molecular electrostatic potential (MEP) of the title
compound has been computed using the DFT- B3LYP methods with 6-31++G
(d, p) basis sets. NMR Gauge Including Atomic Orbital (GIAO) chemical were
calculated using 6-311++ G (d, p) basis set. HOMO-LUMO energy band gap
has been determined. In addition to this the antimicrobial evaluation of was also
performed against bacteria and fungi using Disc — diffusion method.

Keywords: Benzoxazole, FT-IR, UV —Vis, DFT, Anti-Microbial.

1. Introduction

The benzoxazole compounds was found to have a wide scope of natural exercises
and it is right now one the main platforms viewed as in pharmacologically dynamic
compounds. As a result of this huge interest, benzoxazole heterocycles and their
organic properties have been investigated numerous times [1-4]. Besides, differently
subbed benzoxazoles have been found in numerous normal items like Boxazomycin
A, Calcimycin or Nakijinol B [5-7]. Enlivened by the nature, explores incorporated an
assortment of benzoxazole subsidiaries and evaluated for their organic movement which
brought about a few advertised medications [8-12].

2-Aminobenzoxazoles and their substituted compounds play an important role in
medicinal chemistry and chemical biology [13-15]. Their analogues have attracted
great attention. Considering the above facts, the intent of this study is to perform an
experimental and computational work on benzoxazoles fusing with aryl group.
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2. Materials and Methods

2.1. General

The compound 2-(6-aminobenzoxazole-2yl)-5-diethylamino phenol was purchase from
the Sigma Aldrich Company with a state of 99% purity. The FT-IR spectrum of the
obtained sample was taken around the 4000 - 400 cm~'. The antimicrobial calculation
of the title compound is carried out by disc diffusion method.

2.2. Computational Method

The theoretical calculations were performed using GAUSSIAN 9 W program and results
were visualized by means of Gauss view 5.0. In the present work we have calculated
the vibrational frequencies and the geometric parameters of the compound, Density
functional theory using and Parr correlation functional methods (B3LYP) [17], with
the standard 6-311++G(d,p) basis sets. The optimized structure is used to obtain the
computation frequencies. The IEF-PCM [19] dealing with solvent effect was selected in
electronic transition calculation. 'H and *C NMR chemical shift values were computed
by the same method in the solvent by using gauge-independent atomic orbital (GIAO).
Along with this we also investigated the molecular electrostatic potential (MEP) and
HOMO-LUMO pictures were also obtained.

3. Result and Discussion

3.1. Geometry Optimization

The geometry optimization of the 2-(6-aminobenzoxazole-2yl)-5-diethylamino phenol
have been done with DFT -B3LYP methods with the 6-311++G (d, p) basis set.
The optimized geometric structure is shown in Fig. 1, while the optimized structural
parameters are presented in the Table 1. The bond length of N5-H40 and N5-H41 are
almost equal to 1.0034 A. The intra molecular highest bond lengths of C7-C15 is 1.5337
A. The lowest is among the O2-H39 which is of 0.9632 A. The maximum bond angle
was observed for N4-C18-C20 as 132.58°. The smallest bond angle of 104.45° was
obtained for C4-O1-C17. The dihedral angle C18-C20-C22-H38 and H37-C20-C22-
C21 are 179.99 and —179.99, respectively.

Table 1: Geometric Bond Length, Angle, Dihedral Angle of
2-(6-aminobenzoxazole-2yl)-5-diethylamino phenol

Parameters B3LYP/6-311++G(d,p)

Bond length (A)
01-C14 1.4013
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01-C17 1.3652
02-C12 1.3593
02-H39 0.9632
N3-C6 1.3813
N3-C7 1.4615
N3-C8 1.4601
N4-Cl14 1.2957
N4-C18 1.391
N5-C21 1.3839
N5-H40 1.0034
N5-H41 1.0034
Co6-C10 1.4100
Co6-Cl11 1.4157
C7-Cl15 1.5337
C7-H23 1.0940
C7-H24 1.0923
C8-H16 1.5342
Bond angle (°)
N4-C18-C20 132.11
N4-C14-C9 131.00
01-C17-C19 128.03
C18-C17-C19 124.45
C12-C9-C14 123.47
C9-C13-Cl11 123.18
C6-C10-C12 122.21
N3-C7-H23 107.39
H23-C7-H24 105.70
H25-C8-H26 105.60
C14-N4-C18 105.24
C14-01-C17 104.45
Dihedral Angle (°)
C18-C20-C22-H38 179.99
C17-C18-C20-H37 179.99
N3-C6-C11-C13 179.99
H23-C7-C15-H31 58.65
C8-N3-C7-H23 30.16
C18-C20-C22-C21 0.0051
H36-C19-C21-N5 0.0046
C17-C19-C21-C22 0.0006
C19-C21-C22-H38 —179.99

H37-C20-C22-C21 —179.99
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Figure 1: The Optimized Geometric Structure of the Molecule 2-(6-
aminobenzoxazole-2yl)-5- diethylamino phenol

4. Vibrational Spectral Analysis

The vibrational spectral assignments of 2-(6-aminobenzoxazole-2yl)-5- diethylamino
phenol were calculated on the recorded FT-IR and FT-Raman spectra based on the
theoretically predicted wavenumbers by DFT using 6-311++G(d,p) basis sets are
presented in Table. 2. The present title molecule has C; point group symmetry.
The molecule has forty two (42) atoms and one hundred and seventeen (117) normal
modes of fundamental vibrations. We know that ab initio HF and DFT potentials
systematically overestimate the vibrational wavenumbers. These discrepancies are
modified by introducing proper scale factors [16-17].

C-H Vibrations

The heteroaromatic structure shows the presence of C-H stretching vibrations in the
region 2968-3638 cm ™' which is the characteristic region for ready identification of
this structure [18]. These assignments are in agreement with the theoretical results at
3059, 3153 cm™' calculated by B3LYP/6-311++G(d,p) method and also they are in
good correlation with the earlier works [19-20]. These are pure modes and the TED
results exhibit that they are around 99%.

C-C Vibrations

The weak bands observed at 1610, 1524, 1458 cm™~' in FT-IR and 1613, 1512 and
1455 cm ™' in FT-Raman are assigned to C-C stretching vibrational modes. The above
assignments are in close agreement with the literature values [21-22]. The theoretically
computed frequency for this vibration lies in the region 1652-1483 cm~' by B3LYP/6-
311++G(d,p). TED calculations also pointed out that the assignments are fairly good.
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Figure 2: Exp and Theoretical FI-IR Spectra of2-(6-aminobenzoxazole-2yl)-5-
diethylamino phenol

C-N Vibrations

The FT-Raman band observed at 2246 cm ' (medium strong) are assigned to C-N
stretching vibrations and they are in very good agreement with the literature values
[23]. The assigned C-N value is around 2230 cm™ .

Ring Vibrations

The ring C-C stretching vibrations happens to occur in the region 1625-1430 cm '

Shimanouchi et al., [23] for five bands in the region. The theoretically computed values
by B3LYP/6-311++G(d,p) at 1542, 1545, 1667, 1669 cm~! show good agreement with
experimental values. The aromatic stretching v(c-c) vibrations give bands in both the
observed IR and Raman spectra, covering the spectral range from 1600-1400 cm™" [27-
31].

Table 2: Experimental and Calculated Vibrational; Frequencies Title Compound

Ob d Freq.
s:’rve_ 1 )req Computed at B3LYP/6-311++G(d,p)
cm

Mode TED (%)
No. Intensity Red. Force

FT Freq.

FT-IR Mass Const.
-Raman scaled IR Raman
11%) + 6 10%
v 1124 1146 | 903 | 2.83 1.28 0.99 vee(11%) + opcc(10%) +

0ncc(10%) + oucc(15%)
1723 1179 9.32 21.64 1.49 1.22 Ounc(61%) +T yene(24%)
VNH(IZ%) + 6HCC(16%) +

v 1191 | 1861 | 92.17 139 1.16
Ounc(16%) + Tuene(20%)
Srcc(14%) + dncc(14%
Vs 1230 | 1331 | 64.70 245 2.18 rec(14%) + Sncc(14%) +
0ncc(23%) + Sacc(18%)
10% 2%
us 1267w 1297 | 440 | 248 2.89 2.87 vee(10%) +vee(22%) +

vnc(12%) + ounc(14%)
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Vcc(13%) + Vcc(lo%) +
1503m: 1320 | 098 | 251 153 1.59
e " S1cc(24%) + Succ(16%)
11% 13%
v 1352 | 1062 | 21.46 3.49 3.75 vec(1%) + vec(13%) +
Vi (24%)
21 2
vg 1441 | 975 | 103 2.6 276 vec21%) + vec(25%) +
ounc(12%) + Tuenc(10%)
o 1471 436 7.66 124 1.58 Occ(10%) + onc(35%) +
O0ncc(17%) + Tuenc(18%)
vio | 1487ms | 1582ms 1487 | 1313 | 1582 1.05 137 Sunc(32%) + Trcen (62%)
Sunc(27%) + omcc(18%
" 1500 | 172 | 942 152 2.05 HNC(27%) + 6ncc(18%) +
Taene(11%)
v 1527 | 826 | 25.10 122 1.68 Srne(64%)
1 1
v | 1560w 1553 | 267.0 | 14.80 2.59 3.68 v (18%) + Stinc (10%) +
Orcc(12%) + opnc(13%)
vee(19%) + vee(26%) +
1610 | 287 | 073 445 6.80
i Sunc(16%) + 6ccc(10%)
26% 21%
Ui 1643s 2198vs 1654 | 187.0 | 3502 579 9.33 vec(26%) + vee(21%) +
6ccc(10%)
16 2364w 2185 | 1185 | 10995 13.0 36.5 Vi (90%)
v 2537w 2086 | 82.07 | 225.6 1.05 552 ver(17%) + ver(16%)
s 29675 2889w 3051 | 3396 | 1013 1.09 5.8 ver(19%) + ver(16%)
1o 3018 | 1855 | 119.6 1.09 6.28 ven(90%)
v 3162 | 1251 | 8533 1.08 6.41 ven(89%)
v 3190 | 509 | 50.66 1.08 6.52 ven(21%) + ven(67%)
vm 3197 | 327 | 89.28 1.09 6.58 ven(86%)
vy 3281s 3206 | 454 | 1240 1.09 6.62 Ve (12%) + ven(26%)
v 34275 3638 | 4044 | 143.0 1.07 839 ven(100%)

4.1. 'H and "*C NMR Spectra Analysis

In order to provide an of 'H and '*C NMR spectra of the 2-(6-aminobenzoxazole-2yl)-
5-diethylamino phenol compound, we consider series of NMR calculation using GIAO
method [24]. The results are tabulated in the Table 3. The IEF-PCM provided by
Gaussian 9W is considered to describe the influence exerted by the solvents (DMSO,
Ethanol, Chloroform) on the NMR spectra of the given compound values are also listed
in the Table 3.

The "H NMR calculated chemical shifts of tittle compound were 0.86-8.14 ppm as
shown in Table 3. The C'® chemical shifts of tittle compound were found to be 94.43-
157.03 ppm. It was observed that the chemical shifts in all solvents doesn’t show any
difference they are almost equal. The solvents DMSO and chloroform calculated values
doesn’t have any difference this shows that the solvent effect is negligible.

Table 3: Computed 'H and '*C NMR Chemical Shifts of 2-(6-aminobenzoxazole-
2yl)-5-diethylamino phenol

[ Atom | B3LYP/6-311++G(d,p) |
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H DMSO | Ethanol | Chloroform
23-H 3.1834 3.1796 3.1834
24-H 3.4663 3.4659 3.4663
25-H 3.1919 3.1885 3.1919

26-H | 3.3737 3.3722 3.3737
27-H | 6.0759 6.0674 6.0759
28-H | 6.4347 6.4297 6.4347
29-H 8.147 8.1467 8.147
30-H | 1.2519 1.2545 1.2519
31-H | 0.8571 0.8547 0.8571
32-H | 1.1381 1.1369 1.1381
33-H | 0.8614 0.8588 0.8614
34-H 1.139 1.1385 1.139
35-H | 1.2647 1.2663 1.2647

36-H | 6.8154 6.8102 6.8154
37-H | 7.3912 7.3916 7.3912
38-H | 6.5979 6.5929 6.5979
39-H | 49711 4.9579 49711
40-H 3.887 3.8786 3.887
41-H | 3.8423 3.8331 3.8423
9-C | 105.2828 | 105.3406 | 105.2828
6-C | 155.9873 | 155.9557 155.9873
22-C | 111.4889 | 164.597 111.4889
21-C | 149.732 | 111.4725 149.732
20-C | 1234712 | 149.698 123.4712
19-C | 94.4362 | 123.5021 94.4362
18-C | 139.1031 | 94.4222 139.1031
17-C | 157.0353 | 139.1423 157.0353
13-C | 135.6971 | 135.7149 | 135.6971
12-C | 163.7887 | 163.8033 163.7887
11-C | 107.0453 | 107.0145 107.0453
10-C | 99.9028 | 99.8756 99.9028

4.2. Electronic Transition

The electronic transition of title compound was performed by B3LYP/6-311++G (d, p)
basis set of DFT in gas phase and in solvents such as DMSO and water. The effect
of solvent was evaluated by IEF-PCM. The UV-vis spectral data for both the gas and
solvents phase were illustrated in Table 5, by using Gausssum3.0 [25]. According to
calculated electronic data shows the absorption band in the range of 290-360 nm in all
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the states. The longest wavelength corresponding to electronic transition from HOMO
to the LUMO (99%) and the wavelength is 360 nm for all the phases. The large A shows
that further electrons are pushed into the benzoxazole structure.

The energies of the frontier molecular orbitals (FMOs) for the tittle compound
are shown in Figure 3. The following properties of the title compound calculated
include energy gap (AE), the ionization potential (I), the electron affinity (A), the
electronegativity (y), global hardness (1), global softness (S) and the Electrophilicity
index (w). The HOMO-LUMO energy gap is very important parameter for the stability
of the structure [26] and also it imitates the biological activity of the compound. The
energy value of the band gap is 0.14319 a.u. for HOMO to LUMO. The global hardness
of the tittle compound is 1.9482 as shown in Table 6, which indicates the good chemical
stability. The global softness value 0.2566 displays that it is nontoxic.

HOBC-LLMO FLOT

|Encited sata)
BALYP/6-311++G(d.p)
) -
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g
. Eramac: = L0543
- ¥ o .
AE (. 14319
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Figure 3: The Atomic Orbital Compositions of the Frontier Molecular Orbital for
2-(6-aminobenzoxazole-2yl)-5-diethylamino phenol
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Table 4: Electronic Transition States for
the Title Compound 2-(6-aminobenzoxazole-2yl)-5-diethyl aminophenol with the

TD-DFT/IEF-PCM Method
DFT/B3LYP with 6-311 ++ G(d,p)

Band
z Osc. . - . .
gap Major contributions Minor contributions
(nm) V) Strength
e

359 | 345 1.2735 | HOMO—LUMO (99%)

H-2—-LUMO (5%),

Gas 305 | 4.06 0.0087 HOMO—-L+1 (87%)
H-1-LUMO (3%)

H-1-LUMO (42%),
HOMO—L+3 (46%)
H-1-LUMO (42%),
HOMO—L+3 (46%)

291 | 4.26 0.021

H-2—-LUMO (5%),

360 | 3.44 | 12991 | HOMO—LUMO (99%)
H-1-LUMO (2%)

DMSO
305 | 406 | 0.0087 | HOMO—L+1 (88%) H-2->LUMO (5%)
H-1-LUMO (43%),
291 | 426 | 0.0223
HOMO—L+3 (45%)
H-2LUMO (5%),
359 | 345 | 12735 | HOMO—LUMO (99%)
H-1-LUMO (3%)
WATER

305 | 4.06 | 0.0087 | HOMO—L+1 (87%) H-2—LUMO (6%)
H-1-LUMO (42%),
HOMO—L+3 (46%)

291 | 4.26 0.021

4.3. Molecular Electrostatic Potential (MEP)

Molecular electrostatic potential is a very important descriptor to know the electrophilic
and nucleophilic reactions as well as hydrogen bonding interactions [27-28]. The
negative region represents the electrophilic reactivity which is red in color and the
positive region which is in blue represents the nucleophilic reactivity as shown in Fig 4.
It can be seen from the figure negative region is localized near the hydrogen atom of the
amino benzoxazole ring and the maximum nucleophilic region is associated with the N
atoms of the benzoxazole indicating possible site for nucleophilic attack. This result
extends information about the molecular interaction and bonding.

5. Anti-Microbial Activity

The antimicrobial activities were carried for bacterial strains viz. Staphylococcus
aureus, as Gram —positive bacteria and Escherichia coli as Gram-negative bacteria and
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Table 5: Global Chemical Reactivity Description

Properties B3LYP/6-311++G(d,p)
EHUMO(eV) —4.8289
ELUMO(eV) —0.9325
Ionisation potential (I) 4.8289
Electron affinity(A) 0.9325
Chemical potential (u) —2.8807
Electronegativity (y) 2.8807
Global hardness() 1.9482
Global softness (S) 0.2566
Electrophilicity index (w) 2.1298

_—— —

Figure 4: The MESP of the 2-(6-aminobenzoxazole-2yl)-5- diethylamino phenol
Compound using DFT/B3LYP with 6-311++G (d, p)

fungal strains viz. Candida albicans were used in the investigation. They were chosen
based on their clinical and pharmacological importance. Antimicrobial activity of title
compound was determined by Disc diffusion method according to Clinical Laboratory
Standards. Subsequently, discs of 6 mm diameter were kept into the agar medium
and filled with 20 ul (25, 50, 100 pg/ml) of compound and allowed to diffuse at room
temperature for 2 h. The plates were then incubated in the upright position at 37°C for
24 h for bacterial culture and 28°C for 48 h for fungal culture. Disc containing the same
volume of ethanol served as negative controls while standard antibiotic Ciprofloxacin
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Table 6: The Antimicrobial Activity of the 2-(6-aminobenzoxazole-2yl)-5-
diethylamino phenol by using Disc Diffusion Method

Microbial Compound Diameter of the Inhibition Zone (mm)
. Ciprofloxacin
Gram Positive 25 pg/ml | 50 pg/ml | 100 pg/ml
25ug/ml
Staphylococcus aureus 13 21 29 30
Gram -Negative
Escherichia coli 14 23 32 33
Fungal Compound
Candida albicans(MTCC 227) 38 47 53 40

25 mg (50 ul) were used as the positive controls. After incubation, the growth inhibition
zones were measured in mm dia.

It showed moderate inhibitory action in both anti-bacterial and anti-fungal due
to structure activity relationship of benzoxazole. Electron donating and electron
withdrawing groups on benzoxazole do not affect the growth inhibitory activity. It is
clear that some more exploration of changing the derivatives at different position will
lead to some important antimicrobial activity.

6. Conclusion

In this study the title compound. We thoroughly investigated the FT-IR spectra, UV-
vis, NMR, and Molecular Electrostatic Potential (MEP) in detail manner for the first
time . A FT-IR spectra analysis shows that the calculated vibrational frequencies are in
good agreement with the experimental values. The chemical shifts values for different
solutions were determined for NMR.

The energy gap of the present compound and electrophilicity index value was
determined using HOMO and LUMO energies. MEP give us the information about
the intermolecular interaction and the metallic bonding of the title compound. The
compound is studied for antimicrobial activity against the bacteria and fungi.
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Abstract

AR grade of L-Threonine and Cobalt nitrate were dissolved in double distilled
water using solution growth technique at room temperature. Single crystal X-ray
diffraction study shows that LTCN crystal belongs to orthorhombic crystal system.
In the powder XRD pattern well defined Bragg’s peaks are observed which reveals
that the grown crystal has good crystalline nature. FI-IR analysis was carried out
to identity the various functional groups present in LTCN crystal. The optical
transmission spectrum was recorded; the UV transmission is high in the entire
visible region from 234 nm to 1000 nm. The mechanical behavior of LTCN crystal
was analyzed by microhardness study which reveals that the grown crystal has high
mechanical strength.

Keywords: XRD, FTIR, UV, NLO.

1. Introduction

A semiconducting materials possess wide range of applications in the field of
telecommunication, high density optical recording, color display, medical diagnostics,
etc., [1-3]. The overwhelming success of molecular engineering in controlling NLO
properties has promoted the growth and characterization of a variety of new types of
NLO materials [4]. The search for new frequency conversion materials over the fast
decades has concentrated primarily on organic and inorganic compounds. Organic-
inorganic hybride materials have received extensive attention in recent years owing to
their great fundamental and practical interest such as second order nonlinear optical
(NLO) responses. These applications depends upon the various properties of the
materials, such as transparency, bifriengence, refractive index, dielectric constant,
thermal, photochemical and chemical stability [5].
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Organic crystals have large nonlinear susceptibilities compared to inorganic crystals.
In last several years, considerable interest in growth and characterization of non
linear optical materials (NLO) due to their important contribution in areas of optical
modulation, Optical switching, optical logic, optical data storage and frequency. Several
attempts have been made for exploration of nonlinear optical materials which found
various applications in optoelectronics [6-11].

Inorganic materials have advantages over organic materials, such as architectural
flexibility for molecular design and morphology, high mechanical strength and good
environmental stability with non toxicity and usability in high power applications.
Molecular hyper polarizability of inorganic nonlinear optical crystal are used in optical
switching (modulation), frequency conversion (SHG,wave mixing) and electro-optic
applications especially in EO modulation [12].

Some complexes of the amino acids with simple organic and inorganic salts appear
to be promising for optical second harmonic generation (SHG).

This research is extended to semi-organic NLO material crystal so as to obtain
superior NLO crystal by combining the advantages of organic and inorganic materials
[13]. Hence Semi-organic single crystals are attracting great attention in the field of non
linear optics because of their high optical nonlinearity, chemical flexibility of ions, high
mechanical strength, thermal stability and excellent transmittance in the UV-Vis region
[14-17].

In this present investigation we concentrate on growth of semiorganic L-Threonine
Cobalt nitrate (LTCN) by solution growth technique. The grown crystals were
characterized using single crystal XRD and powder X-ray diffraction analysis, Fourier
transform infrared (FT-IR) analysis, UV-Vis spectroscopy studies, SHG efficiency and
microhardness studies were carried out and discussed.

2. Experimental Procedure

2.1. Synthesis of L-Threonine Cobalt Nitrate (LTCN)

LTCN crystal is synthesized by dissolving L-Threonine (AR grade) and Cobalt nitrate
(AR grade) in the equimolar ratio 1:1 using double distilled water as a solvent. The
saturated solution of Cobalt nitrate was slowly added to the saturated solution of L-
Threonine. This was stirred well to get a clear solution. Pure LTCN was synthesized
according to the reaction.

C4H9NO3 + CO(NO3)2 — CO(C4H9NO3) . (NO3)2
The saturated solution of LTCN was prepared in double distilled water solvent at room

temperature. The solution stirred well for more than 9 hours using magnetic stirrer to
obtain a homogenous mixture.
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2.2.  Growth of L-Threonine Cobalt Nitrate (LTCN)

The saturated solution was filtered using ashless whatman filter paper. The filtered
solution was taken in a beaker and covered with good quality perforated polythene cover
to restrict the fast evaporation it is kept at room temperature in a dust free compartment
for slow evaporation. After the period of 45 days, colorless crystals with dimension
6 x 6 x 3 mm® were obtained and it is shown in the figure 1. The crystal is non-
hygroscopic and optically transparent. After a span of 45 days, well-faced good quality
crystals of LTCN were harvested and details of growing condition given in Table 1.

Figure 1: As Grown Crystal of LTCN

Table 1: Growth of LTCN Crystal

Method of Growth Slow Evaporation
Solvent used Double Distilled (2D) Water
Molar ratio 1:1 L-Threonine and Cobalt nitrate

Operating Temperature | Room temperature

Period of growth 45 days

Dimension 6 x 6 x 3 mm’

3. Characterization of LTCN Crystal

The grown crystals have been analyzed by different characterization techniques. LTCN
single crystal was subjected to single crystal X-ray diffraction analysis using ENRAF
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NONIUS CAD4-F X-ray diffract meter with Mo Ka (1 = 0.7170A°) radiation. The
crystalline nature of LTCN was confirmed by powder X-ray diffraction analysis using
BRUKER, Germany (model D8 Advance) X-ray diffract meter.

Also the formation and quality of compounds were checked by x-ray powder
diffraction (PXRD) spectrum. The functional groups were identified by using BRUKER
Fourier Transform infrared spectrometer in the range of 450 - 4000 cm™~'. The optical
transmission spectrum of LTCN crystal was taken in the wavelength range 200 — 1000
nm by Varian Cary SE model spectra photometer.

A Q-switched mode locked Nd:YAGlaser, used to generate about 6.2 mJ/pulse at
the 1064 nm fundamental radiation, was used for SHG efficiency measurements. The
microhardness study was carried out for the grown crystal using Vicker’s microhardness
tester.

3.1. Single Crystal XRD Analysis of LTCN Crystal

The single crystal XRD study of LTCN crystal indicate that the unit cell parameters are
a = 597A°,b = 12.86A°,¢c = 4.89A°,a = 8 = y = 90° and volume = 375.424%.
Hence, the LTCN crystal is an orthorhombic crystal structure.

3.2. Powder XRD Analysis of LTCN Crystal

The powdered sample was scanned in the range 10-80°C at a scan rate of 1° per minute.
In the powder XRD pattern well defined Bragg’s peaks are observed which reveals that
the grown crystal has highly crystalline nature. The recorded indexed powder XRD
patterns of the grown l-threonine cobalt nitrate (LTCN) were shown in Figure 2.
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Figure 2: Powder XRD Pattern of LTCN
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3.3. FTIR Spectral Studies of LTCN Crystal

In order to identity the presence of functional groups and chemical composition,
the FTIR spectrum was taken using BRUKER IFS 66v spectrometer by Kerr pellet
techniques. Figure 3 shows FTIR spectrum of the grown l-threonine cobalt nitrate
(LTCN) crystal. The observed peak at 3749 cm~' to 3624 cm~' belongs to OH
stretching, observed peak at 3498 cm™' for NH stretching. The absorption peak at 2285
cm™! for N = N Stretch (aq.sol). C = N Stretching at the peak 2222 cm™'. Observed
peak at 2049 cm ' belongs to C = C Stretching. The absorption peak at 1216 cm ™' for
C-O-C antisymmetric stretching. Out of plane deformation at the peak 976 cm™' and
787 cm™!. The addition of Cl conformed by the observed peak at 527 cm~'. The wave
number corresponding assignments are given in the Table 2.
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Figure 3: FTIR Spectrum of LTCN Crystal

3.4. UV-Visible NIR Spectrum Analysis of LTCN Crystal

The selective electronic absorption spectrum of LTCN crystal was recorded in the range
200-1000 nm. Optically polished single crystal of thickness 2mm was used for this
study. The recorded spectrum gives limited introduction about the structure of the
molecule, because the absorption of UV and visible light involves promotion of the
electron in the o~ and 7 orbital from ground state to higher energy state. The absorption
spectrum of grown crystal of LTCN is shown in the figure 4.

UV-visible spectral analysis shows that crystal is transparent in the entire visible
region. The UV cut off wavelength occur at 234 nm. It is well known that an efficient
NLO crystal has an optical transparency lower cut off wavelength between 200-400 nm.
The large transmittance window in the visible and NIR region enable very good optical
transmission of the second harmonic frequencies of Nd: YAG laser.
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3.5.

Properties of L-Threonine Cobalt Nitrate (LTCN)

Table 2: Wave Number Assignments of LTCN Crystal

Wavenumber cm ' | Assignment
3749-3624 OH Stretching
3498 NH Stretching
2285 N=O stretching
2222 C=O0 stretching
2049 C = C Stretching
1740 C=0 Stretching
1216 C-O-C Antisymmetric Stretching
976,787 =CH Out of plane deformation
527, 439 NO; scissoring
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Figure 4: Optical Absorption Spectrum of LTCN Crystal

SHG Efficiency Measurement of LTCN Crystal

In order to confirm the nonlinear optical property, powdered sample of LTCN was
subjected to Kurtz and Perry techniques, which remains a powerful tool for initial
screening of materials for SHG [18]. The fundamental beam of wavelength 1064 nm
from Q switched mode locked Nd: YAG laser was made to fall normally on the powder
from of grind sample which was made available between two transparent glass slides.
Pulse energy 2.9 mJ/pulse and pulse width 8 ns with a repetition rate of 10 Hz were used.
The photo multiplier tube (Hamamatsu R2059) was used as a detector and 90 degree
geometry was employed. The SHG signal generated in the sample was confirmed from
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emission of bright green (532 nm) radiation from the sample. The measured amplitude
of second harmonic generation for LTCN crystal is 6.32 mJ. It shows a powder SHG
efficiency of LTCN crystal is about 0.71 times than that of KDP.

3.6. Vicker’s Microhardness Test for LTCN Crystal

The Vickers hardness indentations were made on the cut and polished samples of LTCN
crystals grown by slow evaporation method. At room temperature, the load was varied
as, 25, 50 and 100 g and the several indentations were made for each load and the
diagonal lengths (d) of the indented impressions were measured using Vickers hardness
tester (LEITZ WETZLER) fitted with Vickers diamond indenter and attached to an
incident light. Vicker’s hardness number was determined using the formula Hv=1.8544
P/d2 Kg/mmz. The variation of hardness Hv with load P for LTCN crystal are shown
in Figure 5. A plot between log p vs. log d for the grown crystal is shown in Figure
6. The work hardening index n, which is found to be n = 1.1 for grown LTCN crystal.
According to Onitsch [19], the value of ‘n’ should lie below 1.6 for comparatively hard
materials, whereas it is above 1.6 for softer ones. The microhardness study indicates
that the crystal belongs to the class of hard materials.
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Figure 5: The Variation of Hardness Hv with Load P for LTCN Crystal
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Figure 6: A Plot between log p vs. log d for LTCN Crystal

4. Conclusion

A new NLO material L-Threonine Cobalt Nitrate (LTCN) has been synthesized and
crystals were grown by slow evaporation method. The lattice parameter values have
been evaluated by single crystal XRD analysis and shows orthorhombic crystal system.
From the powder XRD analysis, the sharp well defined Bragg’s peaks confirmed the
good crystalline nature of the LTCN crystal. The presence of various functional groups
in LTCN sample were identified by FT-IR analysis. UV-visible-NIR spectral analysis
was carried out to determine the lower cut off wavelength at 234 nm for the grown
sample. The NLO property was confirmed from the emission of bright green radiation
(532nm) from the LTCN. So it is a good NLO material for optical applications. The
work hardening coefficient value was found to be n = 1.1, which shows that a grown
LTCN belong to hard category of material. A good physicochemical property of LTCN
crystal evident that they have various NLO applications.
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Abstract

The dielectric relaxation of acetates (methyl acetate, ethyl acetate and
butyl acetate) with phenol derivatives (p—chlorophenol, p—iodophenol and
p—nitrophenol) has been measured at microwave frequency 9.37 GHz in dilute
solution of carbon tetrachloride at 308K. Different dielectric parameters like
dielectric constant (¢') and dielectric loss (¢”) at microwave frequency, static
dielectric constant (g9) and dielectric constant (£4,) at optical frequency have been
determined. The relaxation time and activation energy have been determined using
the measured dielectric data. The results show a linear dependence of relaxation
time on alkyl chain length of acrylic esters and acidity of phenol derivatives. The
result shows that, 1:1 complex is predominant in these systems. The strength of
hydrogen bond (O-H: C=0) formation shows a significant dependence of on alkyl
chain length of both phenols and acetates and the nature of the solvent used.

Keywords:  Acetates, Phenol Derivatives, Dielectric Relaxation, Hydrogen
Bonding.

1. Introduction

Acetates are useful for many industrial applications. Biodiesel fuels typically contain
mono alkyl, often methyl and ethyl, esters of long—chain fatty acids, derivedfrom
vegetable oils or animal fats. In general combustion performance is influenced by
the chemical nature of the esters in thebiodiesel fuel and their structural features,
including the length of the alkyl chain and their degree of saturation and branching
[1-4]. Dielectric relaxation investigations, especially in polar liquids dissolved in non-
polar solvents have always been of considerable interest to a large number of researchers
[5-8]. Such studies are very useful in understanding the molecular structure and
the molecular forces. Syamalamba and Premaswarup [9] have studied the dielectric
properties of methyl, ethyl and butyl acrylate in the microwave region at different
temperature and compared their result with those on butyrates. Sivagurunathan et



A. Parthiban and A. Aathif Basha 185

al. [10] reported the dielectric parameters of methyl acrylate, ethyl acrylateand butyl
acrylate with primary alcohols using time domain reflectometry. Dielectric parameters
for dimethyl formamide-phenol and dimethyl acetamide-phenol were reported by
Tuckeretal [11]. Recently, our research group [12 - 17] has investigated the complex
formation of acrylic esters with proton donors (alcohols) in non-polar solvents using
FTIR spectroscopic method. The study of H-bonds of the type O - H .... O=C is
of considerable importance as itrelates to the study of biopolymers. Thus, the study
ofdielectric properties of the ternary mixtures of acrylic esters with polar associating
liquids in non-polar solvents provides useful and vital process parametersfor efficient
design of transesterification process of industrial interest. Keeping both the industrial
and scientific interests in mind, an attempt has been madein the present work to study
the hydrogen bonding between free hydroxyl groups of phenol and the carboxyl group
of ester using dielectric method. This study provides a better understanding of the nature
of the molecular orientation process.

2. [Experimental Details

The static dielectric constants were measured by heterodyne beat method at 308 K
using a commercial instrument, Dipole meter DMO1 supplied by Wissenschaijftlich
Technische Werkstatter, Germany, operated at 220V.The refractive indices were
measured by Abbe’s refractometer with an accuracy of +0.0005. The percentage of
deviation in the measurement of refractive index is about +0.02%. The measurements
of dielectric constant at an angular frequency (£') and dielectric loss (£”),were carried
out in the X-band microwave frequency of 9.37 GHz. The viscosities were measured
with the help of Oswald’s viscometer. The temperatures of all these measurements were
maintained at 35 + 0.1°C using water circulating thermostat. Merck varieties of methyl
acetate, ethyl acetate and butyl acetate and p- chlorophenol, p-iodophenol as well as
p-nitrophenol were used. The physical parameters of all the chemicals used here have
been checked against their literature values.

The proton donors (phenol derivatives) and the acceptors (acetates) under study were
separately dissolved at the same molar concentration (0.3 mol~") in the solvent carbon
tetrachloride. Their dielectric constants were measured separately. Then, two solutions
were mixed in different proportions but with the total concentration kept at a fixed value
and subjected to the dielectric constant measurements. Asthe maximum deviation of
dielectric constant for all the systems studied occurs at equimolar ratio of the solutes, it
is presumed that the deviation is due to the formation of 1:1 complex alone.

3. Dielectric Parameters

According to Higasi’s method [18], the average relaxation time 7(;) is described by

a//

0= 0@ = aimg)”
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While the overall dielectric relaxation 7(y) is given by

agp—d

T2 = wa"

T0) = VT(HT@)

T(0) may be called the mean relaxation time, where w is the angular frequency &, &, &”
and &, are defined by equation

Ey = &o1 + agw,
g =¢e +dw

Ex = Expl T AxxW2.
In which subscript refer to the solvent and 2 refers to the solute, O refers to the static
frequency and oo refers to the infinite or optical frequency measurements and w; is the

weight fraction of the solute.
The molar free energies have been calculated using the Eyring’s equation.

h AF,
T = ——¢€Xp
KT RT

Nh AF,
=—exp|— |,
=7 P\ Rr

where h-Planck’s constant, k-Boltzmann’s constant, N-Avagadro number and V- the
molar volume.

4. Result and Discussion

The value of static dielectric constant(gy), dielectric constant at angular frequency(e,,),
dielectric constant (&'), dielectric loss (£”), relaxation time (1), due to the individual
rotation of the molecule, relaxation time (7,) due to the whole or overall rotation of the
molecule, the most probable relaxation time (1), activation energy AF, due to dielectric
relaxation process and activation energy AF, due to viscous flow of proton donors
(p—chlorophenol, p—iodophenol and p—nitrophenol) with proton acceptors (MA, EA
and BA) in carbon tetrachloride at 308 K have been presented in Tables 1-3. The value of
relaxation time increases with increasing chain length of acetates and acidity of phenol
derivatives [11, 19] (Tables 1-3). The increase in relaxation time may be due to the
increase in effective radius of the rotating unit. The observed higher value of butyl
acetate (BA) can be attributed to the larger size of BA molecule in comparison to methyl
acetate (MA) molecules. Figs1-3 shows the variation of mean relaxation time with ratio
of phenol derivatives and acrylic esters.

Tables 1-3 presents the values of 7, which are significantly higher than 7; and 7
for all the systems. Higher values of 7, indicate that the contribution of intermolecular
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or overall molecular relaxation is larger in comparison to intramolecular or individual
molecular relaxation in the systems [20]. In the present systems, it has been observed
that the relaxation time of ternary mixtures (phenol derivatives with acetates in solvent)
are much greater than the binary mixture (phenol derivatives with solvent or acetates
with solvent). This result indicates that there is a hydrogenbond formation between the
hydrogen atom in O-H group of phenol derivatives and the oxygen atom in C=0 group
of esters and is shown in Fig.1

In these systems, the complex formation is likely to occur between H°" of phenols
and O°~ of C=0 group of esters. Oxygen atom is sp’ hybridized and in the ester
structure many voids are available for O-H to penetrate and enter into complexation
components.

Carbon tetrachloride is a symmetrical and non-polar molecule. But each chlorine
atom in this molecule is highly polarizable due to its three lone pair of electrons and
therefore, it can function as an electron donor. There is, therefore, a possibility of
interaction between the positive hydrogen of hydroxyl group and a chlorine atom of the
carbon tetrachloride molecule. The potential hydrogen bonding nature of the carbon
tetra chloride molecule may, therefore, contribute to increasing the relaxation time [21].
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Figure 1: Variation of Mean Relaxation Time with Ratio of Phenol Derivatives and
Methyl Acetate

The dielectric relaxation time shows continuous increase with chain length of esters
and acidity of proton donors (phenols) and offers hindrance to the rotation of the
molecule. The increase in relaxation time with chain length is expected as hydroxyl
group reorientation depends to some extent on the length of the alkyl group, and the
viscosity of the liquid. Our results show that the relaxation time is larger at 1:1 mole
ratio of acetates with phenols. Fig 1-3 show the variation of mean relaxation time with
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Table 1: Values of Dielectric Constants and Relaxation Times for Various Weight
Fractions, Methyl Acetate with Phenol Derivatives in Carbon Tetrachloride

Relaxation
Ratio of | Weight time(ps) using
Phenol: | Fraction Higasi’s method
Acetates W2 g g’ & & T T, To
p-chlorophenol
1: 3 0.015 | 2.3011 | 0.1636 | 2.7612 | 2.2342 | 39.62 | 43.14 | 40.35
1: 2 0.017 | 2.3576 | 0.2051 | 2.8118 | 2.2391 | 42.54 | 46.27 | 43.25
I: 1 0.019 | 2.3918 | 0.2366 | 2.9676 | 2.2421 | 45.19 | 51.21 | 47.29
2: 1 0.021 2.3512 | 0.2012 | 2.8011 | 2.2391 | 42.16 | 46.95 | 43.51
3:1 0.023 | 2.3113 | 0.1678 | 2.7566 | 2.2338 | 39.59 | 43.37 | 41.41
p-iodophenol
1: 3 0.020 | 2.2716 | 0.1436 | 2.6573 | 2.2378 | 43.18 | 45.19 | 44.62
1: 2 0.022 | 2.2962 | 0.1846 | 2.7419 | 2.2418 | 45.72 | 47.18 | 45.12
I: 1 0.025 | 2.3218 | 0.2013 | 2.9185 | 2.2456 | 47.13 | 50.26 | 49.18
2: 1 0.027 | 2.2908 | 0.1878 | 2.7406 | 2.2412 | 45.07 | 47.18 | 45.06
3:1 0.029 | 2.2756 | 0.1413 | 2.6522 | 2.2396 | 43.28 | 45.36 | 44.18
p-nitrophenol
1:3 0.022 | 2.2363 | 0.1251 | 2.5269 | 2.2391 | 45.12 | 47.62 | 45.11
1: 2 0.025 | 2.2447 | 0.1744 | 2.5927 | 2.2476 | 45.08 | 49.23 | 47.06
I: 1 0.027 | 2.2685 | 0.1643 | 2.8019 | 2.2512 | 49.11 | 52.66 | 50.38
2: 1 0.029 | 2.2391 | 0.1751 | 2.6302 | 2.2466 | 48.23 | 49.16 | 47.31
3:1 0.031 2.2305 | 0.1243 | 2.5227 | 2.2369 | 45.66 | 47.38 | 45.23

ratio of phenol derivatives and acrylic esters and maximum variation is observed at 1:1
ratio for all phenol derivatives with individual acrylic ester.

The relaxation time decreases for the other mole ratios but is higher than either of
the components. Saxena et al [22]. Studied the H-bonding in some carbonyl + phenol
derivative systems in different compositions. They also observed that the relaxation time
of ternary mixtures is always much greater than either of the polar solutes in the inert
solvent. The relaxation time for dilute solution of p—chlorophenol, p—iodophenol and
p—nitrophenol observed in the present study ranges between 14 and 35ps. With excess
of phenols, the relaxation time of acetate +phenol system shows the slight increase.
This result is in agreement with Tucker et all11. The result also showsthat the molecular
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Figure 2: Variation of Mean Relaxation Time with Ratio of Phenol Derivatives and
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Figure 3: Variation of Mean Relaxation Time with Ratio of Phenol Derivatives and
Butyl Acetate

association between acetates and phenols is maximum at 50:50 mol% ratio and then
decreases at other mol %. From this, we conclude that thel:1 complex is dominant in
acetate-phenol systems.

The relaxation time 7 increases with increasing acidity of proton donor in complex
systems. The relaxation time of acetates with p—chlorophenol is less than that of acetate
with other phenol complexes due to steric hindrance and inductive effect. At high
concentration of phenol in the mixtures, there is large number of alcohol molecules
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Table 2: Values of Dielectric Constants and Relaxation Times for Various Weight
Fractions, Ethyl Acetate with Phenol Derivatives in Carbon Tetrachloride

Relaxation
Ratio of | Weight time(ps) using
Phenol: | Fraction Higasi’s method
Acetates w2 g g £ Ew Ty T2 To

p-chlorophenol

1: 3 0.018 | 2.2518 | 0.1376 | 2.6172 | 2.2365 | 40.26 | 47.22 | 43.52
1: 2 0.020 | 2.2732 | 0.1448 | 2.7316 | 2.2408 | 44.29 | 51.29 | 46.47
I: 1 0.022 | 2.3211 | 0.1673 | 2.8213 | 2.2513 | 49.35 | 55.23 | 51.21
2: 1 0.023 | 2.2718 | 0.1452 | 2.7338 | 2.2384 | 44.98 | 51.15 | 46.54
1: 3 0.025 | 2.2521 | 0.1392 | 2.6212 | 2.2359 | 41.08 | 47.39 | 43.19
p-iodophenol
1: 3 0.022 | 2.2462 | 0.1214 | 2.5262 | 2.2387 | 44.16 | 47.23 | 45.18
1: 2 0.025 | 2.2618 | 0.1336 | 2.6215 | 2.2472 | 46.23 | 48.07 | 49.06
I: 1 0.027 | 2.3162 | 0.1552 | 2.7452 | 2.2521 | 48.36 | 52.12 | 52.23
2:1 0.028 | 2.2622 | 0.1338 | 2.6311 | 2.2392 | 46.18 | 48.18 | 47.38
1: 3 0.030 | 2.2478 | 0.1296 | 2.5203 | 2.2378 | 44.22 | 47.33 | 45.29

p-nitrophenol
0.027 | 2.1974 | 0.0757 | 2.2815 | 2.2418 | 49.16 | 50.76 | 47.26
0.029 | 2.1443 | 0.1273 | 2.4613 | 2.2526 | 50.23 | 53.42 | 51.33
0.032 | 2.1649 | 0.1348 | 2.5513 | 2.2613 | 53.56 | 55.18 | 54.97
0.035 | 2.1468 | 0.1233 | 2.4697 | 2.2526 | 50.18 | 53.36 | 51.46
0.037 | 2.1925 | 0.0762 | 2.2937 | 2.2519 | 49.23 | 50.49 | 47.52

— DN | b [ |
W = = DN W

surrounding the ester molecules. The associative alcohol molecules act as proton donors
enabling hydrogen bonding with ester molecules. Thus dipole-dipole interaction occurs
in such ways that the effective dipole moment gets increased and linear a—multimers
are formed [23]. The dipole-dipole interaction is the interaction of the —OH group of
alcohol with C=0 of ester.

At low concentration of alcohol in the mixtures, there are only a small number of
alcohol molecules to enable dipole-dipole interaction through hydrogen bonding with
the non-associative ester molecules. As a result, intermolecular interaction is weak. The
relaxation time increases with increasing alkyl chain length of ester and acidity of proton
donor (phenols), indicating that the degree of cooperatively for reorientation of the
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Table 3: Values of Dielectric Constants and Relaxation Times for Various Weight
Fractions, Butyl Acetate with Phenol Derivatives in Carbon Tetrachloride

Relaxation
Ratio of | Weight time(ps) using
Phenol: | Fraction Higasi’s method
Acetates w2 g g’ £0 Eoo Ty T2 To
p-chlorophenol
1: 3 0.021 2.2307 | 0.0918 | 2.5172 | 2.2378 | 42.14 | 49.23 | 45.33
1: 2 0.023 | 2.2512 | 0.1276 | 2.5946 | 2.2507 | 45.28 | 53.35 | 49.31
I: 1 0.026 | 2.2766 | 0.1339 | 2.7632 | 2.2623 | 50.19 | 57.67 | 53.12
2: 1 0.027 | 2.2508 | 0.1267 | 2.5918 | 2.2497 | 45.32 | 53.43 | 49.12
1: 3 0.029 | 2.2339 | 0.0926 | 2.5066 | 2.2365 | 42.33 | 49.36 | 45.88
p-iodophenol
1: 3 0.025 | 2.2112 | 0.0817 | 2.4672 | 2.2393 | 45.93 | 49.78 | 46.12
1: 2 0.027 | 2.2463 | 0.1123 | 2.5719 | 2.2572 | 48.16 | 50.18 | 49.92
I: 1 0.028 | 2.2682 | 0.1276 | 2.7212 | 2.2761 | 50.72 | 54.22 | 54.18
2: 1 0.031 2.2413 | 0.1093 | 2.5915 | 2.2586 | 48.26 | 50.07 | 49.56
3:1 0.035 | 2.2296 | 0.0833 | 2.4816 | 2.2356 | 45.12 | 49.11 | 46.08
p-nitrophenol
1: 3 0.030 | 2.0892 | 0.0633 | 2.2451 | 2.2772 | 50.83 | 55.39 | 49.76
1: 2 0.032 | 2.1806 | 0.0721 | 2.2966 | 2.3152 | 51.26 | 57.92 | 50.18
I: 1 0.035 | 2.2243 | 0.0922 | 2.4256 | 2.3378 | 53.73 | 59.43 | 55.31
2: 1 0.037 | 2.1829 | 0.0749 | 2.3034 | 2.3156 | 51.09 | 57.83 | 50.26
3:1 0.038 | 2.0887 | 0.0686 | 2.2407 | 2.2812 | 50.96 | 55.42 | 49.66

molecules increases with increasing length and the bulk of cluster increases.This is due
to two effects: (i) the increase of viscosity as chain length increases and (ii) the increase
of molecular size as the chain length increases [24-25]. The higher values of relaxation
time observed for p—nitrophenol with alkyl acetate; suggest that p—nitrophenol is more
acidic than other phenol derivatives.

The molar free energy of activation for viscous flow AF, and the free energy AF.
are calculated for alkyl acetate(methyl acetate, ethyl acetate and butyl acetate)with
phenols(p—chlorophenol, p—iodophenol and p—nitrophenol) in carbon tetrachloride
and presented in Table 4. It is evident from our data that the AF, is AF.. This is
in agreement with the fact that the process of viscous flow, which involves both the
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Table 4: Activation Energies at 1:1 Stoichiometric Ratios of Acetates + Phenol
Derivatives Systems in Carbon Tetrachloride

Activation energy (KJ mol )
System

AF. AF;

Methylacetate+p-chlorophenol | 15.51 17.43
Methylacetate+p-iodophenol | 15.68 17.51
Methylacetate+p-nitrophenol | 15.81 17.69
Ethylacetate+p-chlorophenol | 15.69 17.53
Ethylacetate+p-iodophenol 15.87 17.63
Ethylacetate +p-nitrophenol | 15.92 17.73
Butylacetate+p-chlorophenol | 15.82 17.62
Butylacetate+p-iodophenol 15.92 17.78
Butylacetate+p-nitrophenol 16.01 17.91

rotational and translational forms of motion, faces greater interference from neighbours
than dielectric relaxation, which takes place by rotation only [27]. Smyth et al [28]
pointed out that the relaxation time of a proton donor increases as the acceptor ability of
the solvent environment increases. Similarly, for a given proton acceptor, the relaxation
time must increase with the proton donor ability of the donor solute. Our results are in
accordance with this conclusion.

5. Conclusion

The hydrogen bonded complexes of phenol derivatives
(p—chlorophenol, p—iodophenol and p—nitrophenol) and acetates (methyl acetate,
ethyl acetate and butyl acetate) have been studied in dilute solution of carbon
tetrachloride using dielectric method. The dielectric parameters show significant
changes with concentration, the alkyl chain length of the esters and the acidities of the
phenol derivatives. From these studies, it may be concluded that the alkyl chain length
of esters and acidity of phenol derivatives play an important role in the determination of
strength of the hydrogen bond formation in phenols and acetates.
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Abstract

The banking & Finance plays essential role in the development of one country’s
economy. The developing of banking sector depends upon the services provided by
them to the customers in various aspects. The growing trend of banking services
is found significant after the new economic reforms in India. Today, India has
a fairly well developed banking system with different classes of banks — public
sector banks, foreign banks, private sector banks — both old and new generation,
regional rural banks and co-operative banks with the Reserve Bank of India as
the fountain Head of the system. Nowadays banking sector acts as a backbone
of Indian economy which reflects as a supporter during the period of boom and
recession. Today, we live in the digital era where technology is driving change in
almost every industry, whether it is the use of smartphones, automation to improve
operations, cloud computing to collaborates, data analysis to extract insight that
defines what a new generation bank/banking is and how they can be operated
in a sustainable manner not just witnessing profit. But, witnessing existence on
a long run for a better tomorrow. This paper enlightens the knowledge light on
Technologies banking and its innovative products and channels.

Keywords: Banking Sector, Banking products, Services and Technologies.

1. Introduction

The Indian banking system is unique in the banking history of any country in the world.it
is very interesting to studying the evolution of Indian banking, in term of organization,
functions, financial matter, socio-economic role, different problems and solutions.
Financial innovation in India is key to making growth inclusive by connecting hundreds
of millions to the banking system, said panelists at the World Economic Forum’s
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India Economic Summit. The deregulation of financial service industry and increased
competition with in investment banking undoubtedly led to increased emphasis on the
ability to design new products, develop better process, and implement more effective
solution for increasingly complex financial problems. These financial innovations are a
result of number of Government regulations, tax policies, globalization, liberalization,
privatization, integration with the international financial market and increasing risk in
the domestic financial market. Financial innovation is the process through which finance
managers or intermediary institutions in financial markets add value to existing plain
vanilla products that satisfy the user needs. According to John Finnerty, “Financial
Innovation involves the design, the development, and the implementation of innovative
financial instruments and processes, and the formulation of creative solutions to
problems in finance”. The various innovations in banking and financial sector are
ECS, RTGS, EFT, NEFT, ATM, Retail Banking, Debit & Credit cards, free advisory
services, implementation of standing instructions of customers, payments of utility bills,
fund transfers, internet banking, telephone banking, mobile banking, selling insurance
products, issue of free cheque books, travel cheques and many more value added
services.

Today, we are having a fairly well developed banking system with different classes
of banks — public sector banks, foreign banks, private sector banks, regional rural banks
and cooperative banks. The Reserve Bank of India (RBI) is at the paramount of all the
banks. The RBI’s most important goal is to maintain monetary stability (moderate and
stable inflation) in India. The RBI uses monetary policy to maintain price stability and
an adequate flow of credit. The rates used by RBI to achieve this are the bank rate, repo
rate, reverse repo rate and the cash reserve ratio. Reducing inflation has been one of the
most important goals for some time.

2. Review of Literature

Financial innovations lower cost of capital, reduce financial risks, improve financial
intermediation, and hence welfare enhancing. The primary function of financial system
is to facilitate the allocation and deployment of economic resources in an uncertain
environment (Merton, 1992). E-banking is an innovation when new information
technologies merge into traditional banking services. Operating costs minimization and
revenue maximization are the major drivers that boost e-banking services (Sannes, 2001;
Reibstein, 2002). E-banking service is basically a self-service by customers, so for
banks, it requires less resources and lower transaction and production costs (Southard
and Siau, 2004; Witman and Poust, 2008). A study about the e-banking over 1999-2006
shows that the application of e-banking can improve banks’ performance in terms
of the growth in assets, reduction in operating expenses and portfolio enhancement
(Dandapani et al., 2008). Even in 1990s, Sraeel (1996) emphasises that creating virtual
banking will not only create a new service delivery channel, but also lead to value
creation to both banks and customers (Hwang et al., 2007; Murphy, 2007).
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Financial innovation is helpful in ensuring smooth functioning and improves the
overall efficiency of the system by minimizing cost and reducing risk. More generally,
financial innovation has been a central force driving the financial system toward
greater economic efficiency (Merton and Bodie 2005).Avasthi & Sharma (2000-01) have
analyzed in their study that advances in technology are set to change the face of banking
business. Technology has transformed the delivery channels by banks in retail banking.
It has also impacted the markets of banks. The study also explored the challenges that
banking industry and its regulator face. B. Janki (2002) analyzed that how technology
is affecting the employees’ productivity. There is no doubt, in India particularly public
sector banks will need to use technology to improve operating efficiency and customer
services. The focus on technology will increase like never before to add value to
customer services, develop new products, strengthen risk management etc. the study
concludes that technology is the only tool to achieve their goal Padhy, K.C. (2007)
studied the impact of technology development in the banking system and he also
highlights the future of banking sector. The core competencies will provide comparative
advantages.

3. Objectives of the Research

e To examine the new generation banking sector and its products/services.

To present the technological developments in Indian banking sector.

To study the emerging trends in banking technology.

Provide Customer/Members with a Better Branch Experience.

Provide Customer/Members with Additional Choices on How to Engage with the
Branch.

4. Research Methodology

This research is based on the analysis of the secondary data and the research proposes
to throw light on the banking services of Technologies of banking in the Indian Banking
Sector.

5. Recent Trends and Development in Banking Sector

Today, we are having a fairly well developed banking system with different classes of
banks — public sector banks, foreign banks, private sector banks, regional rural banks
and cooperative banks. The Reserve Bank of India (RBI) is at the paramount of all the
banks.

The RBI’s most important goal is to maintain monetary stability (moderate and
stable inflation) in India. The RBI uses monetary policy to maintain price stability
and an adequate flow of credit. The rates used by RBI to achieve the bank rate, repo
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rate, reverse repo rate and the cash reserve ratio. Reducing inflation has been one of the
most important goals for some time. Growth and diversification in banking sector has
transcended limits all over the world. In 1991, the Government opened the doors for
foreign banks to start their operations in India and provide their wide range of facilities,
thereby providing a strong competition to the domestic banks, and helping the customers
in availing the best of the services. The Reserve Bank in its bid to move towards the best
international banking practices will further sharpen the prudential norms and strengthen
its supervisor mechanism. There has been considerable innovation and diversification
in the business of major commercial banks. Some of them have engaged in the areas of
consumer credit, credit cards, merchant banking, internet and phone banking, leasing,
mutual funds etc. A few banks have already set up subsidiaries for merchant banking,
leasing and mutual funds and many more are in the process of doing so. Some banks
have commenced factoring business.

6. New Generation or Technologies Banks

“New generation banks are not just banks who are involved in the implementing a new
strategy for the sake of survival. But, banks who are involved in the process of creating
a paradigm shift to overcome the ever-changing market requirements and customer
preferences by the way they organize the internal and external activities, and initiatives
by considering traditional human values and using modern technology. That may result
in creating larger revenues by properly investing and managing the funds to create
optimum profit and goodwill for the long run of the business can be considered and
proved as sustainable”. Similarly, ages pass on and so does time, thus organizations who
are involved in creating change and surviving the change by implementing innovative
and effective strategies to serve the future generations to come can be considered so.
Thus, In this process the bank that excels with its innovative strategy is to be considered
as a new generation bank as the those strategies used to exhibit customer service and
welfare is just a marketing strategy which brings in customers but on a long run its
only the internal affairs and money management strategy that helps a business retain its
position in the market.

7. Development in New Generation Banks

Electronic Banking

E-banking is a blanket term used to indicate a process through which a customer is
allowed to carry out, personal or commercial banking transactions using electronic and
telecommunication network. E-banking .E-banking is a blanket term used to indicate
a process through which a customer is allowed to carry out, personal or commercial
banking transactions using electronic and telecommunication network. It is a product
offered by banks which facilitates online banking, with the help of which the customer
can have access to the bank account in just one click. E-banking covers facilities such
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as — fund transfer, checking account statements, utility bill payments, opening of bank
account, locating nearest ATM, obtain information on financial products and services,
applying for loans, etc. using a personal computer, smart phone, laptop or personal
digital assistant.

Electronic Payment Services - E Cheques

Nowadays we are hearing about e-governance, e-mail, e-commerce, e-tail etc. In the
same manner, a new technology is being developed in US for introduction of e-cheque,
which will eventually replace the conventional paper cheque. India, as harbinger to the
introduction of echeque, the Negotiable Instruments Act has already been amended to
include; Truncated cheque and E-cheque instruments.

Real Time Gross Settlement (RTGS)

Real Time Gross Settlement system, introduced in India since March 2004, is a system
through which electronics instructions can be given by banks to transfer funds from
their account to the account of another bank. The RTGS system is maintained and
operated by the RBI and provides a means of efficient and faster funds transfer among
banks facilitating their financial operations. As the name suggests, funds transfer
between banks takes place on a ’Real Time’ basis. Therefore, money can reach the
beneficiary instantaneously and the beneficiary’s bank has the responsibility to credit
the beneficiary’s account within two hours.

National Electronic Funds Transfer (NEFT)

The transfer of money from the customer remitting it to the beneficiary account usually
takes place on the same day. Settlement or clearance of funds takes place in batches as
specified by the guidelines by the RBI. Any amount of money can be transferred using
NEFT, making it usually the best method for retail remittances. Customers with Internet
banking accounts can use the NEFT facility to transfer funds nationwide on their own.
Funds can also be transferred via NEFT by customers by walking into any bank branch
(which is NEFT-enabled) and leaving relevant instructions for such transfer - either from
their bank accounts or by payment of cash. Transfer of funds to Nepal using NEFT, is
also allowed subject to limits.

Electronic Funds Transfer (EFT)

Electronic Funds Transfer (EFT) is a system whereby anyone who wants to make
payment to another person/company etc. can approach his bank and make cash payment
or give instructions/authorization to transfer funds directly from his own account to
the bank account of the receiver/beneficiary. Complete details such as the receiver’s
name, bank account number, account type (savings or current account), bank name,
city, branch name etc. should be furnished to the bank at the time of requesting for such
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transfers so that the amount reaches the beneficiaries’ account correctly and faster. RBI
is the service provider of EFT.

Electronic Clearing Service (ECS)

Electronic Clearing Service is a retail payment system that can be used to make bulk
payments/receipts of a similar nature especially where each individual payment is of a
repetitive nature and of relatively smaller amount. This facility is meant for companies
and government departments to make/receive large volumes of payments rather than for
funds transfers by individuals.

Automatic Teller Machine (ATM)

Automatic Teller Machine is the most popular devise in India, which enables the
customers to withdraw their money 24 hours a day 7 days a week. It is a devise that
allows customer who has an ATM card to perform routine banking transactions without
interacting with a human teller. In addition to cash withdrawal, ATMs can be used for
payment of utility bills,funds transfer between accounts, deposit of cheques and cash
into accounts, balance enquiry etc.

Internet Banking

Internet banking enables a customer to do banking transactions through the bank’s
website on the Internet. It is a system of accessing accounts and general information on
bank products and services through a computer while sitting in its office or home. This
is also called virtual banking. It is more or less bringing the bank to your computer.
In traditional banking one has to approach the branch in person, to withdraw cash
or deposit a cheque or request a statement of accounts etc. but internet banking has
changed the way of banking. Now everyone can operate all these type of transactions
on his computer through website of bank. All such transactions are encrypted; using
sophisticated multi- layered security architecture, including firewalls and filters. One
can be rest assured that one’s transactions are secure and confidential.

Mobile Banking

Mobile banking facility is an extension of internet banking. With recent developments in
handset designs and mobile software, this is a trend which has already caught focus of
majority of the banks. The bank is in association with the cellular service providers
offers this service. For this service, mobile phone should either be SMS or WAP
enabled. These facilities are available even to those customers with only credit card
accounts with the bank.
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Electronic Data Interchange (EDI)

Electronic Data Interchange is the electronic exchange of business documents like
purchase order, invoices, shipping notices, receiving advices etc. in a standard,
computer processed, universally accepted format between trading partners. EDI can
also be used to transmit financial information and payments in electronic form.

Challenges Faced by Banks, vis-a-vis, IT Implementation

It is becoming increasingly imperative for banks to assess and ascertain the benefits of
technology implementation. The fruits of technology will certainly taste a lot sweeter
when the returns can be measured in absolute terms but it needs precautions and the
safety nets. The increasing use of technology in banks has also brought up ’security’
concerns. To avoid any mishaps on this account, banks ought to have in place a
well-documented security policy including network security and internal security. The
passing of the Information Technology Act has come as a boon to the banking sector,
and banks should now ensure to abide strictly by its covenants. An effort should also
be made to cover e-business in the country’s consumer laws. Some are investing in
it to drive the business growth, while others are having no option but to invest, to
stay in business. The choice of right channel, justification of IT investment on ROI,
e-governance, customer relationship management, security concerns, technological
obsolescence, mergers and acquisitions, penetration of IT in rural areas, and outsourcing
of IT operations are the major challenges and issues in the use of IT in banking
operations.

Future banking

Everyone today is convinced that the technology is going to hold the key to future of
banking. The achievements in the banking today would not have make possible without
IT revolution. Therefore, the key point is while changing to the current environment
the banks has to understand properly the trigger for change and accordingly find out the
suitable departure point for the change.

8. Conclusion

In the future time it is expected that banks will grow at a tremendous growth rate .
through the innovation and IT system used in banking field, banks are able to better
risk management system, adoption of internationally accepted accounted practices and
increased disclosure and transparency. These reforms which has taken place in different
phases further strengthen the system.To conclude it all, the banking sector in India is
progressing with the increased growth in customer base, due to the newly improved
and innovative fac